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PREFACE

The Budapest VSDIA MINI Conference series on Vehicle System Dynamics, Identification and Anomalies began in 1988 on the basis of the initiative of the academic staff members of the Faculty of Transportation Engineering dealing with railway vehicle, road vehicle, aerospace vehicle, as well as ship dynamics and control at the Technical University of Budapest. The rapid development in this special field and the great interest of industrial/transport enterprises in the intensive research and development made it reasonable to think of widening the possibilities in Central Europe for the international exchange of views and experience on dynamics, identification and parameter anomaly problems of vehicle systems.

Since 1988 the Faculty of Transportation Engineering methodically organises the VSDIA Conferences in a biannual order under increasing international interest. By 2018, the Conference series achieved its 30th birthday. The VSDIA conferences became worldwide known among the representatives of the special field, first of all in Europe but the published conference proceedings volumes are known in a rather wide circle all through the world due to the intensive dissemination realised by the organisers.

Considering the thirsty-year-long history of the VSDIA Conferences and the fact that also the 16th Conference of Jubilee character on Vehicle System Dynamics, Identification and Anomalies has been successfully realised, it can be stated that the original strategic goals of the initiators, namely to give a scene of high scientific level for the treatment of all dynamical/control system and operation process models commonly valid for both ground vehicles and flying/floating vehicles have been fulfilled. Parallely, the intended integration of the recent results of modern control theory, as well as those of applied mechanics and mathematics have been successfully realised in the contributions received in the vehicle control/interdisciplinary sessions of the Conferences.

The VSDIA 2018 Conference was held at the Budapest University of Technology and Economics between 5 and 7 November, 2018. The International Scientific Committee accepted 62 paper offers from 15 countries, while the final number of participants was 85. High quality papers were presented in all the five Sessions. The atmosphere of the Conference was as usual excellent, and provided an outstanding opportunity for direct communication and exchange of ideas on an international level between researchers and specialists working in industry or practising as executive engineers. Theory and praxis could meet and fertilise each other.

In this volume the electronic versions of the camera-ready manuscripts received from the authors at the end and after the Conference are published. The members of the Organising Committee are convinced that the material represented will provide a wide-scale view of the latest developments in the special field over the past two years.

Budapest, 31 December, 2018

Prof. István Zobory
Conference President
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ABSTRACT
Airfoils are optimized for lift and drag in free airflow like flow around wings or rotor blades. They provide significantly more performance than an arbitrary wing section. However if the boundary conditions are changing, airfoils can lose their advantage. Our investigation resulted that a high lift airfoil (S1223) and a curved plate in a jet flow will generate approximately the same maximum lift. We examined the effect of Reynolds number, vertical position, size and angle of attack of airfoil on the lift and introduced the Theoretical Maximum Lift Coefficient for an airfoil in jet flow.

Keywords: OpenFOAM, airfoil, jet flow, batch analysis

1. INTRODUCTION
The best airfoils are the result of a sophisticated optimization process in which the cost function considers lift, drag and some additional parameters such the moment around the Aerodynamic Center or Reynolds and Mach number range. These processes assume an infinitive and undisturbed on-flow to the airfoil in most cases. The shape of a resulted airfoil is sensitive to the changes in the cost function. That is the reason why different airfoils are used for different purposes and why sometimes carefully designed airfoils can be fully neglected.

2. METHOD
2.1 OpenFOAM
The effect of the geometry on the performance of a wing section is mostly investigated with a CFD method. [1] For the investigation we decided to use OpenFOAM [2]. This framework of 250 open-source, pre-built application is licensed under the GNU General Public License, freely accessible and is a well-known tool for solving finite volume problems in academic and in some special industrial research. OpenFOAM contains different solvers for different investigations. SimpleFoam is a Reynolds Averaged Navier-Stock Solver (RANS) for steady-state, incompressible flows with turbulence modelling, its name is an acronym for Semi-Implicit Method for Pressure Linked Equations and OpenFOAM.

2.2 Salome Meca
Every CFD simulation requires the proper discretization of the flow field. For this purpose we used another open-source application, the SALOME distributed under the terms of the GNU LGPL license. [3] This application has got a user-friendly graphical user interface, but provides the opportunity to define the geometry with a Python-based script language and use a CLI command to generate the mesh demanded by the CFD application without using the graphical user interface.
2.3 MATLAB
The well known commercial application MATLAB is mostly used for complex calculation of computation demanding investigation, because it provides a broad variety of numerical methods. In our case the core calculations were performed by SALOME and openFoam, however MATLAB M-files were used to prepare the required files and directories for these applications and post process the result of the large number of calculations. For this purpose can be used open source solutions such Python or Scilab, too.

2.4 ParaView
To visually check the result of a simulation we used ParaView, an open-source, multi-platform data analysis and visualization application. [4] ParaView supports quick visualizations and quantitative techniques interactively or programatically. ParaView uses a permissive BSD license that enables the usage of the software, royalty free, for most purposes.

2.5 Procedure
The performance of a wing section is investigated in most cases at different Angle of Attack (AoA), which is the angle between its chord and the direction of the main direction of the undisturbed airflow before the wing section. This requires a large number of similar simulation, that vary only in the initial orientation of the given wing section. To avoid the huge amount of manual work we created a MATLAB script (M-file), which realized the procedure shown in Figure 1.

As the first step the script chooses a value from a predefined array of Angle of Attacks and generates an actual Python script for the subsequent simulation. The Python script defines the detailed geometry of the flow field and commands for generating the mesh based on a geometry template. The template includes the values and commands common for each mesh generation. As the next step the MATLAB scripts initiates the mesh generation by executing the proper SALOME command in a terminal window that processes the generated actual Python script. The mesh is resulted in a form of a UNV file.
OpenFoam is a CFD application that requires its inputs in many different files – mainly text files - in a given directory structure named case folders. The preparation of the case folders is not obvious, but very beneficial in case an automatic process is applied to generate it. First the MATLAB script executes the conversion of the UNV file into the required files, then merges them into the copy of the template case folders containing the additional inputs common for all simulation. To complete the preparations of the case folders the MATLAB script edits some additional input files according to the specific case.

Before the simulation our MATLAB script executes an openFoam command line tool that renumbers the cell list and all fields from all the time directories in order to reduce the calculation bandwidth. When renumbering has been finished the script can execute the solver simpleFoam in a terminal window and wait for the simulation results.

Postprocessing starts with the extraction of the specific results relevant for our investigation, then generates and saves figures for verification and evaluation later. These steps are done for each subsequent simulation for different Angle of Attacks without human intervention, thus a given batch of simulation can be performed automatically.

### 3. VALIDATION

To demonstrate the lost advantage of airfoils we focused only on lift and choose the high lift airfoil Selig S1223. In order to validate our method the first step was to compare our results to published measurement in the case of a normal wind tunnel test. We applied meshing commands generating an unstructured hexagonal mesh refined in the proximity of the airfoil. (Figure 2)

![Fig. 2 Mesh around the airfoil](image)

We omitted the definition of a detailed boundary layer mesh because the drag and flow separation were out of the scope of our investigation. The boundary conditions consisted an inlet, an outlet and slip walls below and over the airfoil similar to a wind tunnel. We applied the Spalart-Allmaras turbulence model often used by investigation of airplane lifting surfaces [5].
The results are shown in Figure 3 by red crosses. In the normal AoA range between 0° and 15° the results correlates to the wind tunnel tests [6], thus proved that the method is suitable for the investigation. Out of this range the airflow separates from airfoil and the simulation was unable to provide proper prediction, but post-stall behavior was out of the scope of our investigation.

4. BASELINE ANALYSIS

The investigation focused on generating maximum lift with different wing sections assuming an airflow exiting from a nozzle. Figure 4 shows the geometry of the baseline case.
According to the actual investigation we applied the inlet boundary condition only on the nozzle, entrainment boundary condition on the upper, lower and right border of the mesh, wall boundary on the wing section. Slip wall boundary condition was applied on the remaining borders.

In the baseline analysis the Angle of Attack was changed from 5° to 60° in steps of 5°, thus 12 simulation was performed in one batch of simulations. A typical example for the resulted flow fields can be seen on figure 5. In the proximity of the wing section the streamlines are showing similar airflow to the wind tunnel tests, but the global structure of the flow is significantly different from the wind tunnel tests.
Figure 6 shows the lift coefficient curves resulted by the validation and the baseline analysis. The lift coefficient and the Reynolds number were calculated in both analyses with the airspeed at the inlet. In case of the validation the inlet was the complete left border of the flow field, while in the baseline analysis the inlet was reduced to the nozzle. The nominal Reynolds number was about 100,000 in both cases. The comparison shows significant difference in the slope of the lift coefficient and in itself the maximum lift coefficient, too.

The explanation can be found based on the global structure of the flow field. The suction provided by the jet flow caused a significant onflow to the upper surface of the wing section that reduced the depression there. This resulted much lower lift and lift coefficient compared to wind tunnel tests assuming the same Angle of Attack. This is also the reason why signs of flow separation can’t be observed until 40° of Angle of Attack, which is a much higher value than common in wind tunnel experiments and higher that could be explained with the coarse modeling of the boundary layer.

5. SENSITIVITY ANALYSIS

In order to better understand the phenomenon a sensitivity analysis was performed considering the Reynolds number, vertical position $h$, distance $L$, and the height of the nozzle $H$. (See figure 4.)

![Fig. 7 Sensitivity on Reynolds number](image1)

![Fig. 8 Sensitivity on vertical position](image2)

Figure 7 shows the results in case of three different Reynold numbers. The slope of the lift coefficient seems insensitive to this parameter. The maximum lift coefficient is slightly different, but this value is limited by the phenomenon of the flow separation, that isn’t well modeled in our simulations. Figure 8 proves the same in case of different vertical position of the wing section in front of the nozzle. It could be interesting to perform later a detailed analysis because this preliminary result predicts different ways of flow separation at different position. Figure 9 shows observable
vertical shift of the lift curve depending on the distance between the nozzle and the leading edge of the airfoil, but the slope of the lift curve seems still insensitive.

![Fig. 9 Sensitivity on distance](image1)

![Fig. 10 Sensitivity on nozzle height](image2)

Opposite to the three geometry parameters mentioned before the height of the nozzle influences significantly the slope of the lift curve as shown on figure 10. This result can’t be expected based on common airfoil investigations, where the lift assumed to be function of airspeed (Reynolds number, Mach number), density, wing surface and Angle of Attack. The momentum conservation theory, however, explains the phenomenon: increasing nozzle height results higher amount of air involved in lift generation and more air has more momentum, thus generating more lift.

6. THEORETICAL MAXIMUM LIFT COEFFICIENT

The momentum theory is the Newton's second law of motion applied to a control volume and is a statement that any change in momentum of the fluid within that control volume will be due to the net flow of momentum into the volume and the action of external forces acting on the fluid. This statement written in form of a general equation:

\[
\int_A v \rho v dA = \int_A \Phi dA + \int_V \rho g dV + F
\]

(1)

Let us assume, that an ideal fluid exits the nozzle and the wing section deflects all of them by 90° downward and the streamlines exiting at the circumference of the nozzle form a pipe elbow. (Figure 11) If the control volume defined as this ideal pipe elbow, the absolute value of the momentum entering and exiting the control volume are equal (conservation of mass), while their directions are perpendicular to each other resulting maximum possible change in direction of momentum. This results the maximal possible lift \( F \) assuming a given amount of mass flow.
In this very special case (1) can be simplified to the following form considering only the vertical direction:

$$\Delta (\dot{m} v) = \dot{m} \Delta v = F$$

(2)

Defining the lift on a common way:

$$F = C_{TM} \frac{\rho}{2} v^2 S$$

(3)

where \( C_{TM} \) is the Theoretical Maximum Lift Coefficient. Using the letters introduced in figure 4 the Theoretical Maximum Lift Coefficient can be calculated:

$$C_{TM} = 2 \frac{H}{c}$$

(4)

that gives a quantitative approximation on the effect of increasing nozzle height on lift. In the baseline analysis the value of the Theoretical Maximum Lift Coefficient is 2, while the maximum lift coefficient calculated by the simulations is 1.5 (figure 6), that means 25% loss compared to the ideal value. We created a simulation with a wing section formed by a simple curved arc similar to a deflector, too. Figure 12 shows the resulted streamlines in this case.
The value of the resulted lift coefficients can be seen in Table 1 and can be compared to all other cases.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>$C_{l_{max}}$</th>
<th>$C_{l_{TM}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deflector</td>
<td>1.62</td>
<td>2</td>
</tr>
<tr>
<td>$h = 75%$</td>
<td>1.58</td>
<td>2</td>
</tr>
<tr>
<td>$Re = 50,000$</td>
<td>1.56</td>
<td>2</td>
</tr>
<tr>
<td>$Re = 100,000$</td>
<td>1.55</td>
<td>2</td>
</tr>
<tr>
<td>Baseline</td>
<td>1.48</td>
<td>2</td>
</tr>
<tr>
<td>$h = 25%$</td>
<td>1.42</td>
<td>2</td>
</tr>
<tr>
<td>$L = 50mm$</td>
<td>1.41</td>
<td>2</td>
</tr>
<tr>
<td>$L = 100mm$</td>
<td>1.36</td>
<td>2</td>
</tr>
<tr>
<td>$H = 25mm$</td>
<td>0.82</td>
<td>1</td>
</tr>
<tr>
<td>$H = 100mm$</td>
<td>2.16</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1 Comparison of calculated and Theoretical Maximum Lift Coefficients

The geometry of the flow field resulted a Theoretical Maximum Lift Coefficient of 2 in most of our analysis. It is obvious that in none of these analyses the special high lift airfoil S1223 provided better performance than the simple deflector. The last two rows require some more detailed interpretation. In case of the nozzle height $H=25mm$ the calculated maximum lift coefficient is very low though, because of the low amount air involved in lift generation, but the ratio $C_{l_{max}}/C_{l_{TM}}$ is practically equal to the case of the deflector. In case of the nozzle height $H=100mm$ the calculated maximum lift coefficient is significant higher than in any other cases, because of the higher amount of air, but the ratio $C_{l_{max}}/C_{l_{TM}}$ is the worst of all cases.

We have to remark, that the precise value of the maximum lift coefficient depends on the phenomena in the boundary layer, and the boundary layer wasn’t modeled detailed enough in our investigation to accept the quantitative results without further investigations.

7. CONCLUDING REMARKS

135 simulations were performed during the investigation with a special high lift airfoil. This was possible because we developed a process that can run batch of similar CFD simulations with the help of features provided by open source applications. These simulations proved that in cases where drag has low importance, the usage of airfoils is less important or even less optimal than much less sophisticated, conventional geometries. Additionally we found an explanation to the phenomenon, that the flow separates at much higher Angle of Attacks in case of jet flow, than in normal wind tunnel tests.
8. REFERENCES
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ABSTRACT

Various hardware components and software modules predetermine the performance of torque-vectoring control systems for electric vehicles. Regarding control design, the focus is often put on the feed-forward and/or feedback control scheme and control approaches, as well as torque allocation and tyre slip control. However, rather little attention is paid to the desired handling reference behaviour of the vehicle. The aim of this paper is to present an approach to adapt the handling reference properties for torque-vectoring systems, adapted to the driver’s skills and awareness. Thus, different categories of drivers are defined, where the handling and stability properties of the vehicle are adapted to meet their demands and expectations. Novice, skilled and expert drivers are considered to represent ‘typical’ categories, and respective heuristic reference models are presented in more detail. Simulation results from a critical highway exit scenario are discussed for these references, applying appropriate driver models.

Keywords: torque-vectoring, electric vehicle, reference model

1. INTRODUCTION

Up to now, torque-vectoring (TV) systems to enhance handling behaviour in ordinary driving conditions are rarely found in production cars. However, the promotion of electric vehicles – with drive trains of reduced (mechanical) complexity – boosts research on both fundamentals of TV, e.g. [1], as well as practical application, e.g. [2]. While active differentials to apply a desired yaw moment are regarded in [3, 4], four individual electric motors are considered in [2, 5]. Various control approaches have been investigated and adapted for TV systems, [2, 4, 5, 6, 7, 8, 9, 10], where the focus of the reference behaviour is most often put on extending the linear range of steady-state handling behaviour and increased maximum lateral acceleration, improved agility and stability. Optimal TV yaw reference for minimum-time manoeuvring is studied in [9].

However, the expectations and limitations of the individual driver with respect to a desirable reference behaviour of the vehicle are rarely addressed in literature. In [11], the yaw rate reference for a lane-keeping manoeuvre is selected from two pre-sets, based on the identified driver steering behaviour from a hidden Markov model and camera-based lane-maker detection, to give an example.

The aim of this paper is to present a basic approach to adopt the reference behaviour of the vehicle, depending on the (identified) driving style and the condition of the driver, to meet the driver’s expectations and demands, as well as to guarantee for desired controllability of the vehicle in the advent of unexpected disturbances.

First, the overall system ‘driver–controlled vehicle–environment’ and the general idea of different reference models will be presented, followed by three examples of possible types of drivers. Respective vehicle reference behaviours will be introduced next.
Finally, critical highway exit scenario results from driver–vehicle–environment closed loop simulations will be discussed, and concluding remarks are given.

2. DRIVER–CONTROLLED VEHICLE–ENVIRONMENT

The schematic of the overall system is presented in Fig. 1. The driver may apply steering wheel commands $\delta_s$ as well as accelerator and brake pedal inputs $x_a$ and $x_b$ to the vehicle in order to track a desired trajectory. From these commands, as well as from driver drowsiness detection systems, [12], his/her driving skills, driving style, and current condition are evaluated in the decision maker module of the reference generator. Based on the characterisation of the driver, as well as from current road (friction) conditions and driving task, appropriate vehicle handling properties are selected to guarantee safety, low physical and mental workload on the driver, and pleasure to drive. Exemplifying driver characterisations and respective heuristic reference models are presented in the subsequent section. Reference models may also be selected manually.

Since the TV control system is not in focus here, a ‘typical’ TV control approach consisting of high-level control, control allocation and low-level control is taken from literature, see e.g. [9]. The high-level control consists of a quasi-steady-state inverse-model based feed-forward contribution, [13, 14], and a PID-control, [15], with yaw rate feedback, and vehicle side slip angle control at large side slip angles. Desired effective yaw moment $M_z$ and traction force $F_x$ are processed and longitudinal forces $F_{x,i}$ assigned to the wheels by the control allocation that ensures uniform levels of utilised tyre force potential at the four individual tyres. At very high levels of utilised tyre force potential, drive torque will be moved to front tyres, to allow for a certain margin from force saturation of the rear tyres. Thus, loss of stability is less likely in the
case of certain road friction disturbances. The low level control includes wheel dynamics as well as basic ABS/TCS control strategies, and maps the individual desired longitudinal tyres forces to (electric motor) torques, [16]. These torques are applied to the drive shafts of the wheels.

3. REFERENCE MODELS

Novice, skilled and expert drivers are selected in this paper to serve as ‘typical’ categories of drivers, to give some examples. These categories relate to different steady-state and transient reference handling properties of the TV controlled vehicle, considering the drivers’ demands and expectations. However, additional categories and driving scenarios may be defined, and individual drivers that have been recognised as skilled in the decision maker in the first place may step down to the novice category, for instance, due to degraded awareness at long-range drives. In the following, representative steady-state and transient reference handling properties will be presented, as well as the respective modelling approach.

The novice driver represents the average driver, who has no ambition to exploit high lateral accelerations, and who requires save and predictable handling behaviour. Since the novice driver is aware of the linear range of handling only, [17], this range is extended to higher lateral accelerations of the vehicle, see Fig. 2. Considering tyre wear and energy consumption, the understeer gradient of the proper designed passive vehicle is maintained, as well as the respective maximum steady-state lateral acceleration, thus providing a similar grip margin at the rear axle for the passive and novice TV vehicle. However, a severe increase of steering demand is predefined to indicate the limits of handling, depending on the known actual road (friction) conditions. The transient behaviour of the passive vehicle remains basically unchanged, however, the steering response is slightly increased as well as the baseline level of yaw damping, to support a faster lane change, for example.

In contrast, the skilled driver aims at driving faster and more ‘dynamic’ through bends. The focus in this category is put – in addition to safety – on pleasure to drive. Again, the understeer gradient of the passive vehicle is maintained. However, the skilled driver takes advantage of the TV system from a further increased linear range of handling, as well as increased maximum lateral acceleration, compared to the passive vehicle (while the grip margin at the rear axle is degraded). In the transient domain of handling, the pleasure-to-drive aspect is addressed by defining a faster response to steering wheel inputs by higher gains and slightly reducing the phase lag and yaw damping. Both takes effect in particular at higher steering input frequencies.

The expert driver is considered to be a professional (race) driver, who can handle demanding driving situations, such as large vehicle side slip angles and sudden changes in steering (stability) behaviour, for instance due to external disturbances. The aim of the expert driver is to drive fast. The steady-state reference handling is purely linear up to the sudden appearance of the limit of handling. Compared to the skilled driver, gains are increased and phase lag is reduced further, as well as yaw damping, resulting in a very fast response of the vehicle to steering inputs.
The steady-state reference handling characteristics, hence reference yaw rate $\psi_{ss}$ (and respective vehicle side slip angle $\beta_{ss}$), is derived online from the (steady state) two-wheel vehicle model

$$0 = -\dot{\psi}_{ss} + \frac{F_{y,F}(\alpha_F) + F_{y,R}(\alpha_R)}{m \cdot v_x}$$

and

$$0 = F_{y,F}(\alpha_F) l_F - F_{y,R}(\alpha_R) l_R$$

with

$$\alpha_F = \frac{\delta}{i_f} - \beta_{ss} - l_F \frac{\psi_{ss}}{v_x}, \quad \alpha_R = -\beta_{ss} + l_R \frac{\psi_{ss}}{v_x}$$

and brush-type tyre/axle characteristics [17] for all drivers except the expert, applying linear tyre/axle characteristics in the later test manoeuvre. Thus, only few parameters need to be changed to switch between several reference models and road (friction) conditions, to prevent the need to store predefined respective 4D-look-up tables. Reference changes due to longitudinal acceleration are not considered here, but might be easily integrated in the reference models.

Transient reference handling properties are most often disregarded in literature. However, to ensure natural handling behaviour perception by the driver, the reference yaw rate $\psi$ is derived from a linear two-wheel vehicle model,

$$G_{yaw} = \left( \frac{\psi_{ss}}{\delta_S} \right) \frac{1 + T_s \tau}{1 + \frac{2\sigma_f}{v_y} \frac{1}{s} + \frac{1}{v_y^2} s^2}$$

Linear transient behaviour guarantees for predictable and easy handling, since the human driver has been identified to be a linear controller only, see e.g. Refs. in [18]. Again, only (up to) three parameters need to be changed to adapt for several categories.
of drivers. In general, parameters should not deviate considerably from those of the proper designed passive vehicle, at least in the linear range of handling, to avoid excessive actuation effort and thus energy consumption and tyre wear.

4. HIGHWAY EXIT SCENARIO

Critical highway exit scenario simulations have been selected to demonstrate the idea of adapting reference models at TV systems to different categories of drivers. A four-wheel vehicle model including heave, pitch and roll dynamics, four individual (simplified) electric motors and the combined Magic Formula tyre model, [17], is used. The selected categories of drivers are modelled by applying the ‘internal model family’ (IMF) concept proposed in [19] to the (human) driver model presented in [18]. Following the IMF concept, the novice driver is aware of the linear range of handling only, while the skilled driver benefits from the knowledge on several locally linearized ‘internal’ vehicle models. The expert driver is fully aware of the overall handling behaviour of the vehicle.

The rather narrow highway exit is presented in Fig. 3, where a 40 m clothoid (marked with ‘x’) is followed from a constant 65 m radius curve, a second clothoid and a straight line.

Fig. 3  Road trajectory of the highway exit

The different drivers approach the exit at a forward speed of 100 km/h, and realise rather late that the vehicle is too fast to pass the curve. Hence, they brake (late) at entering the clothoid. Skilled and expert driver operate appropriately tuned TV vehicles, Fig. 4, where the novice driver is driving both the ‘passive’ vehicle (with equally distributed drive torque to the four wheels) and the adapted ‘novice’ vehicle.

Due to the (needed) hard braking in the clothoid, the driver is struggling with the passive vehicle, but may stabilize the motion with considerable steering inputs and passes through the curve with severe path deviations. In contrast, when operating the adapted TV vehicle, the novice passes the highway exit smoothly. However, path deviations exceed those from the skilled and expert driver. Since the steady-state lateral acceleration of the vehicle is increased at the skilled driver category, less braking is needed to negotiate the curve. Although the TV vehicle is at the limit of handling, rather small path deviations appear, however, substantial vehicle side slip
angles result from TV system intervention, see also e.g. [5]. Since the expert driver is fully aware of the combined longitudinal and lateral tyre force potential, (softer) braking until the end of the clothoid, based on [10], allows for very smooth steering commands. However, controllability is reduced remarkably due to very large (steady-state) vehicle side slip angles, [20], resulting from the expert driver category reference for TV control.

![Graphs showing steering wheel angle, lateral error, longitudinal velocity, and vehicle side slip angle for different driver categories.]

**Fig. 4 critical highway exit scenario: driver steering wheel input $\delta_s$, previewed lateral path deviation $\Delta y_{\text{preview}}$, vehicle speed $v_x$, and vehicle side slip angle $\beta$.**

### 5. SUMMARY

In this paper, the idea of adapting the reference handling properties for TV controlled vehicles to the driving skills and condition of the individual driver as well as driving tasks was presented, to allow for safe and enjoyable driving. A ‘decision maker’ module is considered to select appropriate reference handling properties, based on identified driver steering behaviour, drowsiness detection systems, etc. Three heuristic steady-state and transient handling reference models, for ‘novice’, ‘skilled’, and ‘expert’ drivers, have been chosen to illustrate this approach. Respective advantages have been demonstrated by simulations of a critical highway exit scenarios, where
driver models have been employed to track a desired road trajectory. Future work will include tyre-road friction and road conditions.
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ABSTRACT

Vehicle handling performance simulation is subject to many different tire models existing to estimate tire lateral forces. However, even with complex and accurate vehicle/tire models, significant differences appear between actual measurements of vehicle performance and simulation results. The non-consideration of actual operating conditions such as tire/road temperatures when using empirical tire models could be a significant contributor to these observations. A solution envisaged to reduce these differences is to identify new tire model parameters directly from vehicle track tests and to make a comparison with the parameters identified from indoor bench testing.
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1. INTRODUCTION

1.1 Context and Motivations

Today, simulation models are widely used in the industry to reduce vehicle development time. For the prediction of vehicle ride and handling performance the accuracy of the tire models used is especially important since the tire is the only vehicle component in contact with the road. For vehicle handling performance simulation different tire models exist to calculate tire lateral forces, ranging from physical models [1],[2] (high degree of insight but with high complexity and low accuracy) to empirical models [3], which is the type used here. Currently, the tire model parameters integrated in vehicle simulation models are identified from indoor bench testing, where the tire is tested under known and fixed ambient conditions (temperature and surface adherence). In contrast, when a tire is operating on a vehicle driven on a test track, it undergoes the influence of both the vehicle behavior and the
Consequently, some phenomena are not considered, resulting in differences appearing between simulation and measurements of vehicle performance criteria such as lateral acceleration/yaw rate when using tire empirical model, as shown in Fig.1. To correct that and reduce these differences, a new procedure of tire parameters identification is proposed here.

**1.2 Proposed Solution: A new Parameter Identification Procedure**

The aim of this paper is to propose a solution to identify the tire model parameters directly from vehicle measurements (lateral acceleration/yaw rate) obtained on track, and then make a comparison with the parameters identified from indoor bench testing. The objective is to link the differences in identified tire parameters to the variations in tire operating conditions, including temperature variation, between laboratory and road test conditions. In order to reach this objective, the identification procedure of tire model parameters from road measurements is proposed, which presents an high difficulty objective since no direct measurement of tire lateral forces is desired due to the complexity of sensors installation. In the literature, [4] and [5] propose identification methods for Pacejka model [3] coefficients from instrumented road tests. This paper innovates by adding the parameters sensitivity analysis to the identification procedure, to define necessary maneuvers and give information of parameters influence on input, and their identifiability (cartography), used to improve the identification algorithm. The goal being to identify Pacejka tire model parameters using only the measurement of vehicle performance criteria such as lateral acceleration $A_y$ and yaw rate $\psi$. The objective function used in the optimization algorithm is improved thanks to the sensitivity indexes of the parameters, selecting the right measurement data where the considered tire parameter is influent and consequently identifiable. Fig.2 illustrates the methodology proposed.
The identification from track measurements gives a new set of tire parameters values, then compared with those identified on test bench: a correlation with measured tire surface temperature variation is then done in order to estimate effects on the Pacejka tire parameters identified, to develop a new expression of these parameters as functions of tire temperature.

2. SENSITIVITY ANALYSIS TO IDENTIFY PARAMETERS

Before introducing the sensitivity analysis method, the tire model on which it is applied needs to be introduced.

2.1 Analyzed Tire Model: Pacejka Magic Formula

The tire model from Hans Pacejka, called Magic Formula (MF) [3], is a non-linear and empirical model, and expresses the tire lateral force as:

\[ F_y(\alpha) = D_y \cdot \sin(C_y \cdot \arctan(B_y \cdot \alpha - E_y \cdot (B_y \cdot \alpha - \arctan(B_y \cdot \alpha)))) \]  

with \( \alpha \) the slip angle, and the parameters expressed as \( K_y = B_y C_y D_y \) the cornering stiffness, \( B_y \) the stiffness factor, \( C_y \) the shape factor, \( D_y = \mu_y F_z \) the peak value (\( F_z \) the load, \( F_z \) nominal load and \( \mu_y \) the friction factor) and \( E_y \) the curvature factor.

These parameters called macro coefficients can be expressed using numerous independent micro coefficients (refer to [3] for details), to make them have a more physical meaning and dependent on the inputs applied to the tire such as tire load and camber angle. In this paper, the study focuses on eight micro coefficients \( p_{K_y}, p_{K_{y2}}, p_{K_{y3}}, p_{D_{y1}}, p_{D_{y2}}, p_{C_y}, p_{E_{y1}}, p_{E_{y2}} \) affecting \( D_y, K_y, C_y \) and \( E_y \).

The next section explains the sensitivity method used. The purpose is to study the sensitivity of vehicle lateral acceleration and yaw rate to these 8 parameters variations, in order to know their potential of identifiability.

2.1 Chaos Polynomials Estimation of Sobol Indexes

The sensitivity analysis consists in the evaluation of the effect of parameters variation on output variation. In fact, it can be used in a context of parameters identification (which parameter is the most influent on output and consequently can be identified), test definition, performance optimization or command. It can be divided into local or global category, depending if the analysis focuses on a small variation of parameter value around nominal or if the entire variation range is studied. To evaluate the influence of parameters, static sensitivity indexes are calculated thanks to Sobol approach [6]. These indexes stay difficult to calculate, and their estimation can be done thanks to several methods. In this paper, these indexes are estimated using a Chaos Polynomials decomposition of the model output [7],[8] which does not need knowledge of parameters distribution functions and model structure, making it applicable on measurements.

Following this approach, the vehicle dynamics (lateral acceleration \( A_y \) and yaw rate \( \psi \) ) can be decomposed as a finite sum of polynomials, whose coefficients are used to estimate the sensitivity indexes:
\[ A_y \approx \sum_{j=0}^{M} a_j \varphi_j(p_1, p_2, \ldots, p_n) \quad \text{with} \quad \varphi_j(p_1, p_2, \ldots, p_n) = \prod_{i=1}^{n} \phi_{a_i}(p_i) \quad (1) \]

where \( \phi_{a_i}(p_i) \) Hermite polynomials with the \( n \) parameters \( (p_1, p_2, \ldots, p_n) \) of Pacejka model for which the sensitivity analysis is applied on. \( (a_0, a_1, \ldots, a_j) \) the \( M + 1 = \frac{(n + b)!}{n! b!} \)

Chaos Polynomials coefficients to be determined, \( b \) the degree of Chaos Polynomials chosen to obtain a good approximation of the lateral acceleration \( A_y \). For details of the decomposition, see [7].

Since the micro parameters of Pacejka model are independent, there are no interactions between each other and they affect the lateral acceleration independently. Consequently, only their first order sensitivity indexes \( \dot{S}_{p_i} \) is needed and defined by:

\[
\dot{S}_{p_i} = \frac{\sum_{j=1}^{M} \hat{a}_j^2 \mathbb{E}(\psi_j^2(p_j))}{\sum_{j=1}^{M} \hat{a}_j^2 \mathbb{E}(\psi_j^2(p_1, \ldots, p_n))} \quad , \quad \text{with} \quad \Gamma_i \text{ the polynomials function only of variable} \ p_i \quad (4)
\]

These indexes \( \dot{S}_{p_i} \) are static, and they give the influence of a parameter at one state point of the model. To obtain dynamical indexes, the sensitivity index \( \dot{S}_{p_i}(t_k) \) is calculated at each time index \( t_k = k \Delta T \), with \( \Delta T \) the sampling rate, as seen in [9]. \( \dot{S}_{p_i}(t_k) \) corresponds to the sensitivity of the parameter \( p_i \) at this specific sample time \( t_k \), and then all the \( \dot{S}_{p_i}(t_k) \) are extrapolated in order to make them function of the time, or the output: \( S_{p_i}(A_y) \) and \( S_{p_i}(\dot{\psi}) \).

Thanks to that, the sensitivity of Pacejka parameters can be obtained at each moment of the maneuver, allowing to observe their influence evolution along the maneuver.

**2.3 Application and Results**

The sensitivity analysis presented in the section 2.1 is applied on the 8 previous independent parameters, and their 1st order Sobol static index is calculated at each time of a steady state maneuver, a steering wheel ramp at constant longitudinal velocity. The lateral acceleration \( A_y \) and yaw rate \( \dot{\psi} \) of the vehicle are generated thanks to a vehicle model [10], and the sensitivity of the eight Pacejka parameters is studied on these two outputs. Then, an extrapolation is applied to obtain the sensitivity function of lateral acceleration and yaw rate variation along time, which is used in the identification. It allows to know, following the value of lateral acceleration and yaw rate reached, which Pacejka parameters are influent. To obtain these sensitivity results, the parameters follow an arbitrary distribution, with a variation of \( \pm 40\% \) of their nominal value (hypothesis that, when the parameters are identified on outside track, the difference in test conditions cannot make vary them more than \( \pm 40\% \) of their value identified on test bench).

Fig.4 shows the evolution of sensitivity of Pacejka parameters function of the lateral acceleration \( A_y \):
It is possible to see that the parameters $p_{K_h}, p_{K_s}$ of Pacejka (for the tire cornering stiffness $K_y$, equation (5)) are influent on the lateral acceleration for $A_y < 5m/s^2$, which confirms that for these values of $A_y$ corresponding to linear tire behavior (small slip angles $\alpha$), the lateral force $F_y$ can be approximated by $F_y \approx \alpha K_y$. At the contrary, for high lateral acceleration values, $p_{D_h}, p_{D_s}$ become more and more influent since they correspond to the coefficients of friction factor $\mu$, and it is known that in this zone, the lateral force is approximated by its peak value $D_y = \mu F_z$. Similar sensitivity functions have been obtained for the yaw rate $\psi$.

These sensitivity functions are then used in the identification, which is detailed thereafter.

3. IDENTIFICATION OF PACEJKA PARAMETERS

3.1 Cost Function Definition

We recall that the parameters to be identified are the same eight parameters of the Pacejka model studied previously, $p_{K_h}, p_{K_s}, p_{D_h}, p_{D_s}, p_{C_n}, p_{C_s}, p_{E_h}, p_{E_s}$. First, they are identified from indoor test bench testing, by measuring the tire lateral force for different slip angles, loads and camber angles. The values obtained give to the identification algorithm proposed here its initial starting condition $P_{init}$ (see Fig.3). The objective is to quantify the variation in their identified values when the identification is done on the measurements of vehicle lateral acceleration and yaw rate from outdoor vehicle on-track tests.

The choice has been made to find their optimal values to reduce the error between simulation and measurements, explained in Fig.1 and Fig.2, by minimizing the cost functions defined here: eight cost functions $C_{i=1...8}$ defined for each Pacejka parameter.
They rely on a modified least square criterion, weighted by the sensitivity functions $S_{p_i}(A_y)$ and $S_{p_i}(\dot{\psi})$ of $p_i$:

$$
C_i = \frac{\sum_{j=1}^{N} S_{p_i}(A_y) (A_y - A_y^{\text{simulated}})^2}{\sum_{j=1}^{N} S_{p_i}(A_y) A_y^{\text{measured}}^2} + \frac{\sum_{j=1}^{N} S_{p_i}(\dot{\psi}) (\dot{\psi} - \dot{\psi}^{\text{simulated}})^2}{\sum_{j=1}^{N} S_{p_i}(\dot{\psi}) \dot{\psi}^{\text{measured}}^2}
$$

(6)

with $N$ the number of output samples.

The advantage of this cost function definition is that only the parts of the output where the parameter $p_i$ is influent are considered for its identification.

Finally, the final cost function $C$ is obtained as the sum of each individual cost function $C_i$. Once the cost functions are proposed, their minimization is discussed in the next section.

### 3.2 Proposed Identification Methodology

Since the cost functions defined previously are not known, their convexity and continuity are not guaranteed, and consequently it is recommended to use identification methods relying on derivative free calculation. Furthermore, the cost functions are unconstrained since the objective is to identify the tire parameters without initial condition in the future (so without having to test them on test bench initially), making the Nelder-Mead simplex method [11] (also called downhill simplex), the most adapted to minimize the cost functions defined in (6). Here, it is decided to use the downhill simplex inside a developed identification algorithm, and not alone. By this way, the minimization of error is done on less parameters since they are grouped following their influence on the output, making it easier to identify separately less parameters in different groups. The objective is to orientate the direction of parameters research in order to reduce $C$: whereas a downhill simplex method is searching in every direction of parameters to minimize the cost function (sometimes making the parameter reached values not eligible for the model), the algorithm proposed here is oriented thanks to the sensitivity information of each of its parameters. For each cost function $C_{i \in \{1, 2, \ldots, n\}}$ (here $n = 8$), a minimization is processed to find the optimal parameter $p_i$ which reduces $C_i$. Then, the maximum of the $n$ derivatives of each $C_i$ is searched, its corresponding parameter $p_i$ is replaced by the new identified value, and its index is used to calculate the new optimal parameters vector $P^j = [p_{1}^j, \ldots, p_{n}^j]$ (with \{p_{1}^j, \ldots, p_{n}^j\} = \{p_{1}^{j-1}, \ldots, p_{n}^{j-1}\} if for example $i = 1$). When the cost function $C_j$ is smaller than the condition defined, then the algorithm is stopped.

### 3.3 Results of Identification

The proposed identification algorithm gives consistent results for the identification of the Pacejka parameters. The obtained values from identification on test track measurements show important variation compared to the values obtained on test bench. Table.1 gives the values:
The results of fit on lateral acceleration are shown on Fig. 5, corresponding to a fit ratio of 95% on steering wheel angles $STW < 50^\circ$ (same results for yaw rate). Other sensibility analyzes have been done in parallel to identify the other vehicle parameters influent on the studied outputs $A_y$ and $\psi$: these influent parameters have consequently been correctly identified before starting the identification of the Pacejka parameters. The model has been correctly validated and calibrated in consequence to be sure that the differences observed come from the tire parameters only.

### Table 1  Pacejka Parameters Identified Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Test Bench</th>
<th>Track</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{c_1}$</td>
<td>-30</td>
<td>-21</td>
<td>-30%</td>
</tr>
<tr>
<td>$P_{c_2}$</td>
<td>2.3</td>
<td>2.1</td>
<td>-8%</td>
</tr>
<tr>
<td>$P_{c_3}$</td>
<td>0.03</td>
<td>0.03</td>
<td>0%</td>
</tr>
<tr>
<td>$P_{D_1}$</td>
<td>1.18</td>
<td>1.33</td>
<td>+12%</td>
</tr>
<tr>
<td>$P_{D_2}$</td>
<td>-0.22</td>
<td>-0.25</td>
<td>+13%</td>
</tr>
<tr>
<td>$P_{c_4}$</td>
<td>1.8</td>
<td>1.9</td>
<td>+5%</td>
</tr>
<tr>
<td>$P_{E_1}$</td>
<td>-0.3</td>
<td>-0.3</td>
<td>0%</td>
</tr>
<tr>
<td>$P_{E_2}$</td>
<td>-1.33</td>
<td>-1.29</td>
<td>-3%</td>
</tr>
</tbody>
</table>

The model has then been validated on a similar maneuver to verify the acceptability of this identification, giving a good fit ratio of 94% on lateral acceleration and yaw rate.

### 4. PERSPECTIVES AND CONCLUSION

In this paper, an innovative methodology to identify Pacejka tire parameters directly from usual vehicle on-track measurements (lateral acceleration and yaw rate) has been developed. It stands on an identification algorithm relying on the sensitivity information of the parameters to the outputs. This methodology has given promising results of identification, validated on track measurements. The parameters show non-negligible variations from test bench identification, supposed to be explainable thanks to differences in tire temperature.
The next work is to use a tire temperature model developed in parallel to correlate the variation in parameters with the variations in temperature, thanks to a tire temperature estimation model and a modified Pacejka model taking into account the temperature.
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ABSTRACT
The wheel-rail contact has a large influence on the vehicle dynamics which is highly influenced by the shape of the wheel profile. The main goal of this work is to investigate the influence of the wheel profile condition on the vehicle dynamics taking into account stochastic parameters occurring in operation. Multi-Body-Dynamics (MBD) simulations have been carried out to analyse the vehicle dynamic behaviour under different conditions. The simulation object was a model of a freight wagon. Two types of wheel profiles have been used during the simulation, a new one and a worn wheel profile with hollow worn characteristic. The shape of the rail profile has also been varied between a new and a measured worn shape. A framework in Matlab has been built up to steer the simulation and analysis process. After defining the constant and stochastic parameters – with their distribution and range – the simulations in SIMPACK are automatically started and after that the output channels are loaded to a predefined object and analysed in time and frequency domain. The results have shown that the relative displacement between wheel and rail is quite different in case of worn and new wheel profiles. If the wheel is worn, under certain conditions the variation of this displacement can be larger while if the wheel is new the distance can be more concentrated due to an increased number of distinct two-point contacts. This concentration drives the wheel, and it follows the track irregularities much more than a worn wheel, where a filtering due to the wheel-rail contact works more effective. This phenomenon has been observed on the lateral axle-box accelerations as well.

Keywords: multibody dynamics, stochastic parameter variation, railway wheel-profile

1. INTRODUCTION
Freight wagons are equipped mostly with composite brake blocks – so called “K-Sohlen” (German). These brake blocks can increase wheel wear on the centre of the wheel tread. Such so-called hollow worn wheels lead to shorter inspection intervals because of the increased risk of instability. The global goal of this research work is to elongate the inspection intervals with the help of continuous on-board monitoring of the wheel wear state. To reach this aim a methodology has to be found to estimate the wheel profile condition based on the vehicle’s running behaviour (mainly in lateral direction).
To investigate the physical effects the Multi-Body-Dynamics (MBD) simulation software SIMPACK has been used. First, the parameters have to be defined which can have an influence on the vehicle dynamics of the vehicle and can also be considered in the MBD simulation. The most important one is the wheel profile whose influence will be investigated. In the MBD simulation a new and a measured hollow worn profile are considered. A very important factor is the friction between wheel and rail, such as the rail profile with its wear status. The wagons are not the same even though they have the same type because of the production tolerances of the parts and of the car. The vehicle rolls on different tracks with different irregularities and layouts. The load can have a wide range at freight wagons, such as the vehicle speed (see Fig. 1). These
parameters have been defined based on pre-knowledge or measurements and a sensitivity analysis has been carried out to analyse the main influencing effects. The focus was laid on the wheel-rail contact and on the resulting accelerations measured at the axle-box.

Fig. 1  Physical parameters influencing the vehicle dynamics of a freight wagon

Fig. 2  Hollow worn vs. new wheel profile (left), table of varied parameters for the two-level factorial DoE (right)

2. METHODOLOGY

2.1 MBD simulations to investigate the physical effects

The main parameter is the condition of the wheel profile. A hollow worn and a new wheel profile have been considered in the simulations, the worn one has run approximately 500t km (see Fig. 2, left).

In the first investigation, a two-level full-factorial DoE (Design of Experiment) has been carried out: the two conditions of the wheel profiles, a lower and a higher coefficient of friction, a curved and a tangent track, two loading conditions, two different qualities of measured track irregularities, two gauges and a new and a worn rail profiles (see Fig. 2, right).
2.2 Simulation results – DoE
After carrying out the two-level full-factorial DoE, the influence of the considered parameters on the target value – axle-box accelerations – has been investigated and the dependency on the wear status of the wheel profile has been analysed. The scatter plot shown in Fig. 3 shows the standard deviation of the vertical axle-box accelerations over the lateral ones. In the case where the wagon runs on a curved track without loading, an effect can be observed in case of DoE-variations 54 and 118, where the only difference between the runs is the wheel profile. In the case of run 54 it is a new one and in case of run 118 it is a worn one. In this case, the standard deviations of the accelerations can be separated well. Higher accelerations occur in the case of a new wheel profile compared to the case of a run with hollow worn wheel profile. It has also been observed that if the track gauge is wider than normally, a reverse effect occurs, which can be seen in case 55 vs. 119. The next step is to analyse the physics, or in other words the vehicle dynamic behaviour behind these effects.

Fig. 3 Standard deviations of the vertical axle-box accelerations over the lateral axle-box accelerations, DoE, curved track, tare vehicle

With the help of MBD simulations a more detailed insight into the wheel-rail contact effects is possible compared to measurement analysis. Taking the DoE-cases 54 vs. 118, where a good separation was possible, the relative distance between wheel and rail and the contact position of the patches on the wheel surface have been analysed (see Fig. 4). The figure on the top describes the lateral contact point positions over the relative distance between wheel and rail on the high rail. It can be seen in the figure on the top, that in the case of the new wheel profile (blue points) distinctive two point contacts occur, while in the case of the hollow worn wheel profile (red) more likely one point contact takes place. Analysing the distribution of the relative distance between wheel and rail (bottom figure) it can be seen that in case of an increased number of two point contact conditions (blue) the distribution is narrower because the wheel follows the rail and its irregularities most of the time due to the geometric
constrained introduced by the two-point contact. In the case with the worn wheel profile, this distribution is wider, because more movement is possible between wheel and rail.

The hypothesis after analysing the two-level full-factorial DoE results is that in case of a new wheel profile decisive two point contacts occur. This leads to a geometric constraint between wheel and rail and can cause higher lateral wheelset accelerations. In case of worn wheel profiles, the one point contact is prestigious, giving the wheelset flexibility in lateral direction, which causes lower lateral accelerations. In the next step further simulations have been carried out to analyse the vehicle dynamic behaviour under more realist stochastic conditions, where the distribution of the parameters has been determined due to measured values and due to knowledge of operating conditions.

This more detailed analysis with stochastic parameter sets has confirmed the appearance of distinctive two-point contacts in the case of the new wheel profile. The distributions of the relative wheel-rail positions and the lateral axle-box accelerations show the same characteristic as before, namely narrower distribution of the relative wheel-rail positions in the case of the new wheel profile. Due to more direct guiding more energy is transferred to the wheelset which leads to a wider distribution of the lateral axle-box accelerations (see Fig. 5).

It can also be concluded that the stochastically varying parameters makes the separation more complex. Therefore, additional features are necessary to separate the wheel profile effects from all other parameter effects. Therefore, for example machine-learning algorithms will be applied in future research.
3. CONCLUDING REMARKS

The wear status of the wheel has a significant influence on the vehicle dynamic behaviour in lateral direction dependent on the operating conditions. Wheel wear can increase the lateral vehicle accelerations because of the “impact-like” flange contact, but it also can decrease the lateral vehicle accelerations because of a wider distribution of the contact points on the wheel.

Further investigations are needed to isolate the scenarios – like radius, high/low friction – under real conditions, to get more knowledge of operating conditions and finally to find additional relevant features to separate the influence of the wheel profile. According to the experience from this investigation it is concluded, that the knowledge of physical effects is essential for the development of on-board profile monitoring algorithms. From the current point of view pure data driven approaches are not sufficient to develop reliable monitoring systems.
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ABSTRACT
The complexity of railway vehicle structures has been part of an evolutionary process for almost two hundred years. Issues such as increased weight, increased maintenance, higher costs and energy consumption have arisen. The vision for future railway vehicles is to alleviate issues of complexity, hence enable simpler structures and reduce maintenance and cost issues, and of course various research challenges arising from this. In fact, a number of papers in the railway engineering literature have presented practical ways to control steering of railway vehicles to improve performance. The model at the railway wheelset level is highly nonlinear, mainly due to the nature of the wheelset structure and the related wheel-rail contact forces involved during operation. Here the simplest in terms of retrofitting, the actuated solid-axle wheelset is considered, we investigate actively controlled wheelsets from a Linear Parameter Varying (LPV) control aspect. We use the grid-based LPV approach to synthesize the $H_\infty$/LPV controller, which is self-scheduled by the forward velocity, as well as the longitudinal and lateral creep coefficients. The aim of the controller is to reduce the lateral displacement and yaw angle of the wheelset. Simulation results show that the proposed controller ensures the above targets’ achievement in the considered frequency domain up to 100 rad/s.

Keywords: Railways, Active steering, Active control, $H_\infty$ control, Linear Parameter Varying (LPV) system.

1. INTRODUCTION

1.1 Context
Some of the railways’ most important features include high speed, relatively cheap operation and relatively low maintenance cost as well as safe and environmentally friendly service. Therefore, railways play an essential transport role in the 21st century. The cost efficiency in railway operations can be explored from different points of view such as running speed, ride comfort, safety, rail/wheel contact wear, maintenance cost and so forth. The bogie system of high speed trains contains primary and secondary suspension components which can significantly affect the overall dynamic behaviour of railway vehicles in different operational scenarios [1]. The kinematic and dynamic characteristics of railway wheelsets are now well understood. Although passive suspension systems might provide satisfactory running behaviour at low to medium speeds, application of such systems at high speeds might lead to poor ride comfort and steering problems such as instability and lack of excellent curving performance [2]. In order to overcome the drawback of the passive system, special attention has been paid to the bogie suspension system with the active control design. Active elements are often used in substitution of, or in combination with passive components to improve the train’s dynamics. The mainstream of the active control design in railway applica-
tions is considered for the secondary suspension system. However, the increasing interest in the idea of actively-controlled wheelsets gives a new perspective to the possibilities for achieving better stability [3], and it is therefore valuable to re-evaluate the dynamic equations in a manner which will facilitate a control engineering approach. Several active systems have been developed during the past few decades in order to meet various design requirements and improve railway vehicles’ performance from different perspectives such as ride comfort, safety, and wheel/rail contact wear [4-6]. This paper presents a new LPV control design for an active wheelset system in order to improve wheelset stability.

1.2 Related works
In the literature some related works are listed as below:

- In [1], a robust controller is designed for active steering of a high speed train bogie with solid axle wheelsets to reduce track irregularity effects on the train’s dynamics and to improve stability and curving performance. A half-car railway model with seven degrees of freedom equipped with practical accelerometers and angular velocity sensors is considered for the $H_\infty$ control design. The results showed that for the case of nonlinear wheel and rail profiles, significant improvements in the active control performance can be achieved using the proposed compensation technique.

- In [2], the authors present the unconstrained wheelset equations in a block diagram form, illustrating the feedback action created by a combination of creep and conicity. It then identifies a re-structuring and simplification from which the basic kinematic oscillation can readily be predicted, and also helps to expose the issues relating to stabilisation through passive means. The analysis is extended using a similar approach to a wheelset with independently rotating wheels, including the effect of longitudinal creep upon the relative speed of the two wheels.

- In [7], an improvement of the curving behaviour of conventional railway vehicles mounting bogies and solid wheelsets through active control was investigated. Various possible control goals are considered and implemented using optimal control techniques. Then suitable sensor types and locations are selected for each control strategy and results are obtained taking into account stochastic disturbances.

- In [8], an assessment of a railway wheelset in control engineering terms was presented. It addresses a linearised dynamic model and some simulation results for straight and curved track; it also gives an interpretation of the fundamental stability problem based upon the control system stability analysis, and suggests theoretical possibilities for active control laws.

1.3 Paper contributions
Based on the idea in [2,7,8], here the authors present preliminary research results on the $H_\infty$/LPV active wheelset control system with the aim of improving the wheelset stability. Hence the following contributions are brought:

- We propose an LPV wheelset system by considering the forward velocity, the longitudinal and lateral creep coefficients as the three varying parameters. The two exogenous disturbances used include the curvature and the cant angle. The control input includes the lateral force and yaw torque which are controlled by the active controller.
We use the grid-based LPV approach to synthesize the H\(_{\infty}\)/LPV controller self-scheduled by the forward velocity, the longitudinal and lateral creep coefficients. The aim of the controller is to reduce the lateral displacement and yaw angle of the wheelset. Simulation results show that the proposed controller ensures the above targets in the considered frequency domain up to 100 rad/s.

The paper is organised as follows: Section 2 presents a single active wheelset LPV model. Section 3 develops the H\(_{\infty}\)/LPV control synthesis for an active wheelset system to improve stability. Section 4 presents some simulation results in the frequency domain. Finally, some conclusions are drawn in section 5.

2. WHEELSET MODELLING

A single wheelset model shown in Figure 1 is considered for the robust LPV control design. It has a solid axle with linear wheel profiles, therefore the model has 2 degrees of freedom (DOF) [7,8]. There are four actuators which can be used for this model, with two actuators to create the lateral force (\(F_y\)) and two actuators for the yaw torque (\(T_\psi\)). The parameters and variables of the wheelset model are detailed in Table 1. The motion differential equations are formalized as follows:

\[
\begin{align*}
\dot{y} &= -\frac{2f_{22}}{mv} + \frac{2f_{22}}{m}y + \frac{F_y}{m} + \frac{v^2}{R_0} - g\theta \\
\dot{\psi} &= -\frac{2f_{11}l_\alpha}{lR_0} - \frac{2f_{11}l^2}{lv} y - \frac{T_\psi}{l} + \frac{2f_{11}l^2}{IR_0}
\end{align*}
\]

The set of differential equations of motion (1) can be rewritten in the LPV state-space representation with the three varying parameters \(\rho=[\rho_1, \rho_2, \rho_3]\) (\(\rho_1=v, \rho_2=f_{11}, \rho_3=f_{22}\)) as follows:

\[
\dot{x} = A(\rho)x + B_1(\rho)w + B_2(\rho)u
\]
with the state vector \( x = [\dot{y} \ y \ \psi \ \psi]^T \), the exogenous disturbance includes the curvature and the cant angle \( w = \left[ \frac{1}{R_o} \theta \right]^T \), the control input includes the lateral force and the yaw torque \( u = [F_y \ T_\psi]^T \).

Table 1: Variables and Parameters of the single wheelset model [2,8].

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>Wheelset mass</td>
<td>1250 kg</td>
<td></td>
</tr>
<tr>
<td>( v )</td>
<td>Forward velocity</td>
<td>-</td>
<td>km/h</td>
</tr>
<tr>
<td>( l )</td>
<td>Half gauge</td>
<td>0.75 m</td>
<td></td>
</tr>
<tr>
<td>( l )</td>
<td>Wheelset yaw inertia</td>
<td>700 kgm²</td>
<td></td>
</tr>
<tr>
<td>( r_o )</td>
<td>Nominal wheel radius</td>
<td>0.5 m</td>
<td></td>
</tr>
<tr>
<td>( R_o )</td>
<td>Curve radius</td>
<td>-</td>
<td>m</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Track cant angle</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>Conicity</td>
<td>0.15 -</td>
<td></td>
</tr>
<tr>
<td>( f_{11} )</td>
<td>Longitudinal creep coefficient</td>
<td>10⁷ N</td>
<td></td>
</tr>
<tr>
<td>( f_{22} )</td>
<td>Lateral creep coefficient</td>
<td>10⁷ N</td>
<td></td>
</tr>
<tr>
<td>( y )</td>
<td>Lateral displacement</td>
<td>-</td>
<td>m</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Yaw angle</td>
<td>-</td>
<td>rad</td>
</tr>
</tbody>
</table>

3. H_/LPV CONTROL DESIGN FOR ACTIVE WHEELSET SYSTEM

3.1. LPV control for the active wheelset system

One of the key factors in railway operations (especially at high speeds) is running stability which is particularly important for safety and ride comfort. Therefore, the controller should first of all stabilise the wheelset motion. In order to satisfy the above mentioned design requirements, it is not necessary to control all the states of the system. A global sensitivity analysis on the wheel/rail contact properties w.r.t. the wheelset dynamics proved that the contact properties such as creeps, contact forces, and contact patch dimensions are mostly sensitive w.r.t. the wheelset lateral and yaw motions. The lateral wheelset motion should be below some limit (8mm in most of the cases) to avoid a flange contact. On the other hand, the wheelset yaw motion can significantly affect the contact forces. In order to describe the control objective, the model (2) has a partitioned representation in the following way:

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{z}(t) \\
\dot{y}(t)
\end{bmatrix}
= \begin{bmatrix}
A(\rho) & B_1(\rho) & B_2(\rho) \\
C_1(\rho) & D_{11}(\rho) & D_{12}(\rho) \\
C_2(\rho) & D_{21}(\rho) & D_{22}(\rho)
\end{bmatrix}
\begin{bmatrix}
x(t) \\
w(t) \\
u(t)
\end{bmatrix}
\]  

\( z(t) = [y, \psi, T_\psi, F_y]^T \) is the performance output vector and \( y(t) = [\dot{y}, \psi]^T \) the measured output vector.

The bounds \( (\bar{\rho}, \rho) \) of the varying parameters are taken into account. The control goal is to minimize the induced \( L_2 \) norm of the closed-loop LPV system \( \Sigma_{CL}(\rho) = LFT(G(\rho), K(\rho)) \), with zero initial conditions, which is given by:
If $\Sigma_{CL}(\rho)$ is quadratically stable, this quantity is finite. The quadratic stability can be extended to the parameter dependent stability, which is the generalization of the quadratic stability concept [9], [10].

3.2. $H_{\infty}$/LPV control synthesis

In this section, the forward velocity, the longitudinal and lateral creep coefficients are considered as the three varying parameters ($\rho=\{\rho_1, \rho_2, \rho_3\}$, $\rho_1=v$, $\rho_2=f_{11}$, $\rho_3=f_{22}$). The forward velocity can be measured directly by sensors, whereas the two creep coefficients vary a lot as the train moves.

3.2.1. $H_{\infty}$/LPV control design

![Diagram](image.png)

Figure 2 Closed-loop interconnection structure with LPV active controller.

Figure 2 shows the control scheme for the $H_{\infty}$/LPV control design. It includes the feedback structure of the nominal model $G(\rho)$, the controller $K(\rho)$, the weighting functions and the performance objectives. In this diagram, $u$ is the control input, $y$ the measured output, $n$ the noise measurement, $z$ the performance output and $w$ the disturbance signal.

The main objective of the active system is to reduce the lateral displacement and yaw angle. Furthermore, the lateral force and yaw torque should be kept as small as possible in order to avoid the saturation of the actuators. Therefore the weighting functions are chosen as given in Table 2.

The LPV controller $K(\rho)$ in Figure 2 is defined as:

$$\begin{bmatrix} \dot{x}_c(t) \\ u(t) \end{bmatrix} = \begin{bmatrix} A_c(\rho) & B_c(\rho) \\ C_c(\rho) & D_c(\rho) \end{bmatrix} \begin{bmatrix} x_c(t) \\ y(t) \end{bmatrix}$$

(5)

The closed-loop system $\Sigma_{CL}(\rho)=\text{LFT}(G(\rho), K(\rho))$ can be derived from the generalized plant $G(\rho)$ (3) and the controller $K(\rho)$ (5) as follows:

$$\begin{bmatrix} \dot{\xi}(t) \\ z(t) \end{bmatrix} = \begin{bmatrix} A(\rho) & B(\rho) \\ C(\rho) & D(\rho) \end{bmatrix} \begin{bmatrix} \xi(t) \\ w(t) \end{bmatrix}$$

(6)
Where

$$
\begin{align*}
A &= \begin{bmatrix}
A_1(\rho) + B_1(\rho)D_1(\rho)C_1(\rho) & B_2(\rho)C_2(\rho) \\
B_1(\rho)C_2(\rho) & A_2(\rho)
\end{bmatrix} \\
B &= \begin{bmatrix}
B_1(\rho) + B_2(\rho)D_1(\rho)D_2(\rho) \\
B_2(\rho)D_2(\rho)
\end{bmatrix} \\
C &= \begin{bmatrix}
C_1(\rho) + D_1(\rho)D_1(\rho)C_2(\rho)D_2(\rho)C_2(\rho)D_2(\rho)C_2(\rho)
\end{bmatrix} \\
D &= \begin{bmatrix}
D_1(\rho) + D_1(\rho)D_1(\rho)D_2(\rho)
\end{bmatrix}
\end{align*}
$$

(7)

with $\xi(t) = [x^T(t), x^T(t)]^T$.

The quadratic LPV $\gamma$-performance problem is to compute the parameter-varying control matrices $A_c(\rho), B_c(\rho), C_c(\rho), D_c(\rho)$ in such a way that the resulting closed-loop system is quadratically stable and the induced $L_2$ norm from $w(t)$ to $z(t)$ is less than $\gamma$.

The existence of a controller that solves the quadratic LPV $\gamma$-performance problem can be expressed as the feasibility of a set of linear matrix inequalities (LMIs), which can be solved numerically [9-11].

Table 2: The weighting functions of the closed-loop structure [1].

<table>
<thead>
<tr>
<th>Weighting function</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{z}$</td>
<td>Weighting functions for the performance output</td>
<td>$\text{diag} \begin{bmatrix} W_{z1}, W_{zpsi}, W_{zfy}, W_{zpsi} \end{bmatrix}$</td>
</tr>
<tr>
<td>$W_{zy}$</td>
<td>Weighting function for the lateral displacement</td>
<td>$100 \begin{bmatrix} 40s^2 + 60s + 100 \ 1s^2 + 200s + 100 \end{bmatrix}$</td>
</tr>
<tr>
<td>$W_{zpsi}$</td>
<td>Weighting function for the yaw angle</td>
<td>$100 \begin{bmatrix} 10s^2 + 20s + 1 \ 1s^2 + 200s + 100 \end{bmatrix}$</td>
</tr>
<tr>
<td>$W_{zfy}$</td>
<td>Weighting function for the lateral force</td>
<td>$5e^{-8}$</td>
</tr>
<tr>
<td>$W_{zpsi}$</td>
<td>Weighting function for the yaw torque</td>
<td>$5e^{-8}$</td>
</tr>
<tr>
<td>$W_{i}$</td>
<td>Weighting functions for the disturbance signals</td>
<td>$\text{diag} \begin{bmatrix} W_{i1}, W_{i2} \end{bmatrix}$</td>
</tr>
<tr>
<td>$W_{i1}$</td>
<td>Weighting function for the curvature</td>
<td>0.5</td>
</tr>
<tr>
<td>$W_{i2}$</td>
<td>Weighting function for the cant angle</td>
<td>0.5</td>
</tr>
<tr>
<td>$W_{n}$</td>
<td>Weighting functions for the noise measurement</td>
<td>$\text{diag} \begin{bmatrix} 0.01, 0.01 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

3.2.2. Solution for the $H_\infty$/LPV control

Several approaches can be used to design an LPV controller, based on the LPV model (3): Linear Fractional Transformations (LFT) [12,13], Polytopic solution [14,15], Linearizations on a gridded domain (grid-based LPV) [16]. The grid-based LPV approach is interesting since it does not require any special dependence on the parameter vector. This method is used in this paper together with the LPVTools $\text{TM}$ [17] to synthesize the $H_\infty$/LPV controller.

For the interconnection structure shown in Figure 2, the $H_\infty$ controllers are synthesized for 10 values of the forward velocity in a range of $\rho_1 = v = [50-130]$ km/h, 50 values of the longitudinal creep coefficient in a range of $\rho_2 = f_{11} = [5-10]$ MN, 50 values of the...
lateral creep coefficient in a range of $\rho_3 = f_{22} = [5-10]$ MN. The spacing of the grid points is based upon how well the $H_\infty$ point designs perform for the plant around each design point. The grid points and the LPV controller synthesis using LPVTools™ are expressed by the following commands:

\[
\begin{align*}
v &= \text{pgrid('rho1', linspace(50/3.6, 300/3.6, 10))}; \\
f_{11} &= \text{pgrid('rho2', linspace(5e6, 10e6, 50))}; \\
f_{22} &= \text{pgrid('rho3', linspace(5e6, 10e6, 50))}; \\
[K_{lpv}, \text{normlpv}] &= \text{lpvsyn}(H, \text{nmeas}, \text{ncont}).
\end{align*}
\]

At all of the grid points, the proposed weighting functions are applied to the entire grid parameter space and the effect of the scheduling parameter is ignored. In the $H_\infty$ control design, the $\gamma$ iteration results in an optimal $\gamma$ value and an optimal controller. However, if the weighting functions were changed, another optimal $\gamma$ and another optimal controller would be obtained.

### 4. SIMULATION RESULTS ANALYSIS

The parameters of the wheelset model are detailed in Table 1. In this section we will evaluate the effectiveness of the $H_\infty$/LPV active wheelset control system in the frequency domain for the three cases:

- **First case**: the forward velocity ($\rho_1 = v$) varies from 50 km/h to 300 km/h with 10 grid points. The longitudinal and lateral creep coefficients ($\rho_2 = f_{11}, \rho_3 = f_{22}$) are kept at the nominal value of 10 MN.

- **Second case**: the longitudinal creep coefficient ($\rho_2 = f_{11}$) varies from 5 MN to 10 MN with 50 grid points. The lateral creep coefficient ($\rho_3 = f_{22}$) is kept at the nominal value of 10 MN and the forward velocity ($\rho_1 = v$) is considered at 20 m/s.

- **Third case**: the lateral creep coefficient ($\rho_3 = f_{22}$) varies from 5 MN to 10 MN with 50 grid points. The longitudinal creep coefficient ($\rho_2 = f_{11}$) is kept at the nominal value of 10 MN and the forward velocity ($\rho_1 = v$) is considered at 20 m/s.

For all these cases, the $H_\infty$/LPV active wheelset control system is denoted in red-solid and the “no control” in blue-dashed lines. In the following Figures, we show the transfer function magnitude from the exogenous disturbances of the curvature ($\frac{1}{R_o}$) and cant angle ($\theta$) to the lateral displacement ($y$) and yaw angle ($\psi$).

#### 4.1. First case: $\rho_1 = v = [50-300]$ km/h, $\rho_2 = \rho_3 = f_{11} = f_{22} = 10$ MN.

In this section, the authors consider the varying parameter of the forward velocity $\rho_1 = v$ from 50 km/h to 300 km/h with 10 grid points. Figure 3 shows that in the case of the “no control” system, when the forward velocity changes, the transfer function of the variables changes a lot, so the application of LPV control with the forward velocity as a varying parameter is very necessary. We can also see that the $H_\infty$/LPV active wheelset control system reduces significantly the magnitude of the above variables in most frequency ranges. It shows that the active system can generate a roll stability, when compared with the “no control” system.
4.2. Second case: $\rho_2 = f_{11} = 5-10$ MN, $\rho_3 = f_{22} = 10$ MN, $\rho_1 = v = 20$ m/s.

In this section we consider that the longitudinal creep coefficient ($\rho_2 = f_{11}$) varies from 5 MN to 10 MN. Figure 4 shows that, although the longitudinal creep coefficient varies from 5 to 10 MN, the transfer function magnitude of the variables varies negligibly. The results show that, when this coefficient varies over a wider range (eg, 0.1-100 MN), the transfer function magnitude of the variables vary greatly. In the process of moving the train, due to the different characteristics between the rail and the wheel, as well as the weather conditions and the material, it is difficult to accurately determine the value of this coefficient. Therefore, considering this coefficient as a varying parameter is still meaningful in practice. We also see that the $H_\infty$/LPV active wheelset control system achieves the goal to reduce the lateral displacement, yaw angle in most of the frequency ranges of interest.
4.3. Third case: $\rho_3 = f_{22} = [5-10]$ MN, $\rho_2 = f_{11} = 10$ MN, $\rho_1 = v = 20$ m/s.

In this section we consider that the lateral creep coefficient ($\rho_3 = f_{22}$) varies from 5 MN to 10 MN. Figure 5 shows that the transfer function magnitude of the lateral displacement does not change too much when the coefficient changes. However, the yaw angle is sensitive to the variations of this coefficient. So it is a good idea to consider this coefficient as a varying parameter. As with the two cases considered above, the $H_{\infty}$/LPV active wheelset control system can reduce the transfer function magnitude of the variables, thereby enhancing the stability of the wheelset.
5. CONCLUSIONS

In this paper, we propose an LPV wheelset system by considering the three varying parameters: the forward velocity, the longitudinal and lateral creep coefficients. The grid-based LPV approach is used to synthesize the $H_\infty$/LPV controller which is self-scheduled by the three above varying parameters. The aim of the controller is to reduce the lateral displacement and yaw angle of the wheelset. Simulation results in the frequency domain show that the controller achieves the improvement of the wheelset stability in the desired frequency range.

In the future, the application of the $H_\infty$/LPV control to a more complete train model is essential. Furthermore, combining the dynamic model of the actuators will ensure that the research is more realistic and practical.
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ABSTRACT

The automation of road transportation is one of the most important fields of research for today’s vehicle industry. One of the key aspects for automated driving is the planning of safe, dynamically feasible, comfortable and customizable trajectories. Over the last decade, numerous different methods have been developed to solve the motion planning problem. However, many of these methods deal with only a very simplified – if any - model of vehicle dynamics. On one hand, the formulation of the trajectory planning problem in case of geometric, graph search or sampling based algorithms makes the consideration of the dynamic equations of vehicle motion very difficult. On the other hand, nonlinear optimization based algorithms can deal with even complex models of nonholonomic vehicle dynamics, but this goes at the expense of computational requirements, which endangers real-time applicability. This paper presents a method which is capable of the evaluation of trajectories planned by an arbitrary motion planning algorithm in sense of dynamical feasibility. A metrics is developed to qualify the trajectories in terms of their traceability for the vehicle under given working conditions. Based on the defined metrics, a threshold is developed to decide about the applicability of the trajectory. It is shown that the presented method is computationally much less demanding as an optimization-based motion planning algorithm, and can still be used to verify that the vehicle can drive on the planned trajectory even if the dynamics was not considered at the time of planning at all. The performance of the algorithm is examined with the help of computer simulations, and includes the consideration of real-time applicability. At the end of the paper, conclusions are summarized and possible future research directions are taken into account related to the presented topic.

Keywords: highly automated driving, motion planning, dynamical feasibility, road vehicle trajectory

1. INTRODUCTION

Highly automated and autonomous driving is one of the most important research fields of today’s vehicle industry and related academic institutions. Many different approaches have been developed recently to solve the motion planning problem for wheeled vehicles, all having advantages and drawbacks as well. One of the most important requirements against the planned trajectories is dynamical feasibility: the vehicle must be able to track the desired motion. Geometric approaches compose the path of the vehicle from geometric curves as clothoids, circular arcs and splines [1]. They are often used in simple low-dynamic scenarios e.g. automatic parking [2]. Although these algorithms are computationally cheap, the ability to consider the nonholonomic dynamics of the vehicle is limited to the usage of maximal kinematic acceleration constraints [3]. Graph search based methods discretize or randomly sample the configuration space (space of possible states) of the vehicle to build a graph of safely reachable and unoccupied states [4]. The shortest connection defined by a suitably chosen metric is then searched along the graph through heuristics [5]. The formulation of these methods makes it easy to deal with collision avoidance, but vehicle dynamics models are again hard to consider. Nonlinear optimization based motion planning methods enable the usage of almost arbitrary vehicle models [6]. They are proven to be able to generate dynamically feasible trajectories even in case of high-dynamic scenarios, but this
comes at a price of high computational requirements which often make real-time applications impossible [7]. Present work proposes a method to decide about the dynamical feasibility of a trajectory planned by an arbitrary motion planning method. The paper is organized as follows. Section 0 describes a precise model of vehicle dynamics that is used for feasibility analysis. In Section 0, a simple trajectory generation algorithm is presented which is used to generate the motions to inspect, and tracking control is synthesized to drive the vehicle model along these trajectories. Section 0 contains the feasibility analysis with the help of computer simulation, and Section 0 summarizes the results and conclusion remarks.

2. MODEL OF VEHICLE DYNAMICS

In order to be able to judge the dynamical feasibility of the trajectories, a precise nonlinear vehicle model is applied. The planar single track model including a dynamic wheel slip model (Fig. 1) enables to balance between performance and computation time. Except for scenarios when the road-tire contact properties are different at the two sides of the vehicle, there is no significant loss of accuracy compared to a more complicated twin-track model. The vehicle is controlled by a total driving $M_d$ and braking $M_b$ torque and a steering angle at the front wheel $\delta$.

2.1 Wheel dynamics

In the single track model, the two wheel-pairs of the front and rear axles are reduced to a single front and rear wheel which approximately halves the computational requirements. The wheels only have one degree of freedom: they can rotate $\phi_f$ and $\phi_r$ around their rotation axes. In the following the equations are similar for the front and rear wheels thus only the ones for the front wheel will be presented.

In the present work, a dynamic slip model is used instead of static equations that have singularity at zero velocity. The equations of the slip model yield:

$$s_{f,x} = \frac{1}{I_{f,x}} (\tau_{f,r} - s_f^W - |s_f^W|s_{f,x}), \quad (1)$$
\[ \dot{s}_{f,y} = \frac{1}{l_{f,y}} (-y^W_f - |x^W_f| s_{f,y}), \]

where \( l_{f,x} \) and \( l_{f,y} \) are slip dependent relaxation length of the tyre, \( r_f \) is the wheel radius, as well as \( x^W_f \) and \( y^W_f \) are the longitudinal and lateral velocities of the wheel. The longitudinal relaxation length can be evaluated as:

\[ l_{f,x} = \max \left( l_{f,x,0} \left[ 1 - \frac{B_{f,x} C_{f,x}}{3} |s_{f,x}| \right], l_{f,x,min} \right) \tag{2} \]

where \( l_{f,x,0} \) is the value at standstill and \( l_{f,x,min} \) is the value at wheel spin or wheel lock. Eq. (2) is similar to the lateral direction with the substitution of subscript \( x \) with \( y \). The damping of dynamic longitudinal slip variable is necessary in case of low velocities to maintain the numerical stability of the solution [8]:

\[ \ddot{s}_{f,x} = s_{f,x} + \frac{k_{f,x}}{B_{f,x} C_{f,x} \mu_f F^W_{f,x}} (r_f \dot{\phi}_f - \dot{x}^W_f) \dot{s}_{f,y} = s_{f,y}, \tag{3} \]

where \( s_{f,x} \) is the undamped value of longitudinal slip, and \( k_{f,x} \) is a velocity dependent damping factor.

The longitudinal and lateral tire forces are well known to be dependent on slip. A widely used equation to this relation is the Magic Formula which is calculated as:

\[ F^W_{f,x} = \mu_f F^W_{f,x} \sin \left( C_{f,x} \arctan \left( B_{f,x} \ddot{s}_{f,x} - E_{f,x} [B_{f,x} \ddot{s}_{f,x} - \arctan(B_{f,x} \ddot{s}_{f,x})] \right) \right), \tag{4} \]

where \( \mu_f \) is the coefficient of friction between road and tire, \( C_{f,x}, B_{f,x}, \text{ and } E_{f,x} \) are parameters of the Magic Formula and \( \ddot{s}_{f,x} \) is the damped longitudinal wheel slip. Eq. (4) is similar to the lateral direction with the substitution of subscript \( x \) with \( y \). The superposition of longitudinal and lateral wheel slips must be considered to calculate the true acting forces transferred between the road and the tires:

\[ F^W_{f,x} = \text{sgn}(\ddot{s}_{f,x}) \sqrt{\left( \frac{\ddot{F}_{f,x}^{W \ddot{F}_{f,y}^W}}{F^W_{f,y}} \right)^2 + \left( \frac{\ddot{F}_{f,y}^{W \ddot{F}_{f,x}^W}}{F^W_{f,x}} \right)^2}, \quad F^W_{f,y} = \text{sgn}(\ddot{s}_{f,y}) \sqrt{\left( \frac{\ddot{F}_{f,y}^{W \ddot{F}_{f,x}^W}}{F^W_{f,x}} \right)^2 + \left( \frac{\ddot{F}_{f,x}^{W \ddot{F}_{f,y}^W}}{F^W_{f,y}} \right)^2}. \tag{5} \]

The total driving and braking torque are ideally distributed to the front \( M_{f,d} \) and rear \( M_{r,b} \) wheels, which means that the longitudinal slip values are kept equally. According to Newton’s second law for rotation the equation of motion of the wheel yields:

\[ \dot{\phi}_f = \frac{1}{\theta_f} (M_{f,d} - r_f F^W_{f,x} - M_{f,b} - M_{f,rr}), \tag{6} \]

where \( M_{f,rr} \) is the rolling resistance torque, calculated according to the standard SAE J2452.

### 2.2 Chassis dynamics

The vehicle chassis is considered as a rigid body that can move longitudinally \( x \) and lateraly \( y \) and rotate \( \psi \) around its vertical axis (yaw movement). The wheels are rigidly
connected. Besides the tire forces described in Eq. (5) the vehicle chassis is subject to aerodynamic drag forces evaluated as:

\[ F_{d,x}^V = \frac{1}{2} c_D A_f \rho_A \frac{\dot{x} V + \dot{y} V}{V}, \]
\[ F_{d,y}^V = \frac{1}{2} c_D A_f \rho_A \frac{\dot{y} V + \dot{V}}{V}, \]

where \( c_D \) is the drag coefficient and \( A_f \) is the frontal area of the vehicle, and \( \rho_A \) is the mass density of air. According to Newton’s second law for translation and rotation, the equations of motion of the chassis expressed in the inertial coordinate system of the ground yield:

\[ \ddot{x} = \frac{1}{m} (F_{f,x} + F_{r,x} + F_{d,x}), \]
\[ \ddot{y} = \frac{1}{m} (F_{f,y} + F_{r,y} + F_{d,y}), \]
\[ \ddot{\psi} = \frac{1}{\theta} (l_f F_{f,y}^V - l_r F_{r,y}^V), \]

where \( m \) is the total mass and \( \theta \) is the moment of inertia of the vehicle around its vertical axis, as well as \( l_f \) and \( l_r \) are the horizontal distances between the center of gravity and the front and rear wheel centers respectively.

### 3. MOTION PLANNER AND TRACKING CONTROL

For the feasibility analysis, motions are generated by a relatively simple geometric trajectory planner, in which the longitudinal and lateral characteristics of the motion are handled independently. The vehicle is then driven on the planned trajectory by two separate controllers, one maintaining the desired longitudinal velocity and the other tracking the desired yaw rate.

#### 3.1 Quintic polynomial trajectory planner

During motion planning, our primary goal is that the vehicle reaches a prescribed end state, the point we are aiming to go to. In the simplest case, the final position and orientation of the vehicle is specified, and the path of the vehicle must lead to this end state:

\[ X_f = [x_f \quad y_f \quad \psi_f]. \]  

The lateral position of the vehicle is calculated as a quintic (5th grade) polynomial function of the longitudinal position:

\[ y(x) = p_1 x^5 + p_2 x^4 + p_3 x^3 + p_4 x^2 + p_5 x + p_6, \]

where \( p_1, p_2 \ldots p_6 \) are the parameters of the polynomial that must be calculated to evaluate the complete path. To be able to do so, the substitution, derivative, and second derivative values of the path equation Eq. (12) are considered at initial and final longitudinal positions as follows:
Initial position $x_i$, $y_i$ and heading $y'_i$ values can always be kept zero as the resulting path can be easily transformed later if necessary. The second derivative values $y''_i$ and $y''_f$ are also chosen as zero to maintain smoothness of subsequent pathes. The remaining constraints are provided in the prescribed end state vector Eq. (11) considering that $y'_f = \tan(H)$. To calculate the coefficients of the polynomial path that leads to $Q$, the linear equation system Eq. (13) must be solved after substituting the initial and final constraints:

$$p(X_f) = T_X^{-1}(X_f)Y(X_f).$$

(14)

The curvature of the resulting path $\kappa(x)$ can be calculated as:

$$\kappa(x) = \frac{y''(x)}{(1 + y'(x)^2)^{3/2}}.$$  

(15)

The longitudinal characteristics of the trajectory are defined by assigning a piecewise linear velocity profile as function of time $v_{ref}(t)$ which also serves as a reference for the longitudinal control. The reference yaw rate function required for the lateral control is calculated by $r_{ref}(t) = v_{ref}(t)\kappa(t)$.

For the feasibility analysis, test trajectories were planned by the algorithm described in this section shown in Fig. 2. There are 30 lane-change like (left, blue) and 30 lane-keeping like (right, red) trajectories, each both with a constant velocity of $20\, m/s$ and a deceleration from $20\, m/s$ to $10\, m/s$.

### 3.2 Trajectory tracking control

To track the longitudinal velocity profile of the generated trajectory, a PID controller is used to provide sufficient driving or braking torque. The controller was planned based on an LTI (Linear Time Invariant) transfer function model of longitudinal dynamics which yields:
\[
G_V(s) = \frac{V(s)}{M(s)} = \frac{1}{r_f m \cdot s + r(c_{rr} m g + c_d)}
\]

where \( c_{rr} \) is the linear rolling resistance and \( c_d \) is the linear aerodynamic drag coefficient, as well as \( g \) is the gravitational acceleration. The gain constants of the controller are \( K_p = 2000 \) and \( K_i = 16.28 \).

As lateral control, an LQR (Linear Quadratic Regulator) servo controller is applied to generate the necessary steering angle input to track the planned path. To synthetize the state feedback, an LPV (Linear Parameter Varying) model of lateral vehicle dynamics was used with the following state equation:

\[
\begin{bmatrix}
\dot{y}^V \\
\dot{\psi}
\end{bmatrix} = - \begin{bmatrix}
g(c_f l_f + c_r l_r) / v(l_f + l_r) \\
mg l_f l_r (c_f - c_r) / \theta v(l_f + l_r)
\end{bmatrix} \begin{bmatrix}
\psi \\
v
\end{bmatrix} + \begin{bmatrix}
g c_f l_r \\
mg c_f l_f l_r / j(l_f + l_r)
\end{bmatrix} \delta_f
\]

where \( c_f \) and \( c_r \) are front and rear cornering stiffnesses (initial slope of the curve defined by Eq. (4)), and \( v \) is the time-varying longitudinal velocity of the vehicle. The feedback gain of vehicle state \([y^V \ \ \psi]^T\) is \([0.0001 \ -0.0839]^T\) and the gain for the integral of tracking error is 1.

Reference motion tracking is shown in Fig. 3 in case of a lane-change like (left) and a curved lane-keeping like (right) trajectory.

**4. SIMULATION RESULTS**

This section contains the feasibility analysis of the sample trajectories. The figures Fig. 4 - Fig. 6 contain the maximal vehicle accelerations (left subfigure) and maximal wheel slips (right subfigure) as function of the maximal kinematic acceleration along the trajectory. In both subfigures, the results are on the left for the lane-change like (Fig. 2 left, blue) trajectories and on the right for the lane-keeping like (Fig. 2 right, red) trajectories.

**4.1 Feasibility analysis**

In Fig. 4 simulation results are shown in case of a mid-size passenger car with front wheel drive. It can be seen that the LPV model provides almost the same accelerations as kinematic calculations, and the nonlinear model starts to deviate from its beginning from \( a_{geom}^{max} \approx 5 \text{ m/s}^2 \). Similarly, maximal slip values of the nonlinear model start to deviate from the LPV model the same kinematic acceleration value.
The total loss of stability is very conspicuous; there is a definite brake in the maximal slip curve. Although the edge of the dynamically feasible zone is not at a certain kinematic acceleration value as it also depends from the shape of the path ($a_{geom}^{max} \approx 11.17 \text{ m/s}^2$ for the lane-change like and $a_{geom}^{max} \approx 10.78 \text{ m/s}^2$ for the lane-keeping like trajectories), it is yet at a certain maximal slip value $s_{nl}^{max} \approx 0.12$ of the nonlinear model.

4.2 Effect of varying vehicle speed

Fig. 5 shows the analysis in case of the decelerating trajectories. There is no total loss of stability although the kinematic accelerations are reaching even $a_{geom}^{max} \approx 12.05 \text{ m/s}^2$. The definite break in the maximal slip curve would occur in case of trajectories with even higher lateral offset as the presented ones have.

4.3 Effect of tire-road friction

The effects of low tire-road friction coefficient are shown in Fig. 6. The same maximal slip value $s_{nl}^{max} \approx 0.12$ of the nonlinear model is again showing the edge of the feasible region.
However the loss of stability happens at much lower kinematic accelerations ($a_{geo}^{max} \approx 9.23 \text{ m/s}^2$ for the lane-change like and $a_{geo}^{max} \approx 8.86 \text{ m/s}^2$ for the lane-keeping like trajectories).

5. CONCLUDING REMARKS

On the basis of our theoretical investigations and numerical simulations, the following conclusions can be drawn. On one hand, commonly applied maximal kinematic acceleration threshold is suitable for feasibility check if kept low enough, but it does not necessarily corresponds to the real edge of dynamically feasible zone and can thus lead to conservative results. It is important to mention that the road - tire friction has naturally a substantial effect on the maximal acceleration threshold to be applied. On the other hand, a threshold applied to the maximal combined slip value of the nonlinear model when driving along the trajectory can show exactly the limits of the dynamically feasible region. Because of this, with the prediction of the vehicle’s motion through the simulation of the presented nonlinear model and tracking controllers, the feasibility of an arbitrary trajectory given as way coordinates with time stamps can be checked. The presented results are not yet verified with real-life measurement, which would of course be inevitable to use it in real operating conditions. As tire-road friction coefficient and wheel slip values have a substantial effect, it would be an interesting research field to provide a method to estimate these in an accurate manner.
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ABSTRACT

Gas turbine engines are widely used throughout industry and transportation, so their investigation is always necessary. Micro turbojet engines can have an other application, they can serve as test bench for various researches as well. The main goal of the present paper is to describe a complex development work on a micro turbojet engine test bench regarding the improvement of the fuel metering system. The paper details the steps of the work from the complete redesign of the fuel metering system including selection of metering valve and differential pressure regulator. The authors describe the identification of the new system, and a new electronic device has been developed to ensure the transient behaviour acquisition through a specified frequency domain. After ensuring the reaction of the system is satisfactory, the authors have created a special programme of the control electronics. This special mode of operation can create sine wave output around a selected nominal operating point with predetermined amplitude, and the frequency of the output changes automatically from 0.1Hz through 10Hz slowly. The complete measurement takes approx. one minute, and as the fuel input alternates at this changing frequency, the gas turbine engine will exhibit similar fluctuations, too. This allows the identification of the transfer function, with the fuel metering valve control voltage as input variable and the rotor speed of the engine as the output. The last step of this investigation was to establish a discrete time control that responds on the throttle lever movements and maintains a constant rotating speed using a PID control method.

Keywords: PID control, Fuel flow control, System identification, Output Error model, micro gas turbine, turbojet engine

1. INTRODUCTION

Gas turbines are widely used as power plants of aircraft [1]. A special branch is the micro turbojet, which is a small-scale, simple unit [2], basically equivalent in buildup to the early developments in gas turbine history [3]. They cannot offer so high overall efficiency like turbofan engines [4], therefore the field of their application is rather limited. However, they still have an importance due to their simplicity and high power density when considering them as auxiliary power plant for sailplanes [5], main propulsion unit of the emerging unmanned aerial vehicles [6] including military drones [7], as well as laboratory equipment, where the above mentioned benefits can be utilized for both research and education at universities [8,9].

Despite their simple buildup and operational principle, they still offer several ways for investigation to improve their operation or even production. There are articles, which represent deeper insight into the working processes of the turbines, and these simulations allow a better design for newly developed types, as it is stated in e.g. [10]. This is extremely true when one takes into account numerical simulations or inverse design of turbomachinery [11], or even combustion chamber with its complex operational conditions [12,13]. There are many researches that focus on extending the operating range of such engines by enhancing stability [14] or just simply understand the principle behind various unstable phenomena [15]. Another important, emerging
Technology is additive manufacturing [16], which allows either better utilization of conventional parts [17,18] or makes it possible to design more complex [19] or more resistant components [20], even with significant mass reduction [21], which is a key factor in aviation industry.

TKT-1 micro turbojet engine is used as a versatile test bench for both educational and research purposes [22]. Its original fuel control system served for more than ten years, but it evidently showed anomalies. As part of the development, with the aim to make it similar to modern dual-channel FADEC jet engines in functionality and versatility [23], the authors decided to redesign the formerly applied solution of fuel supply that closely relates with the primary goal of any turbine propulsion unit, the generation of thrust. Thrust force is the most significant parameter in case of aircraft jet engines so its appropriate controllability is essential during the development of a gas turbine. The former buildup of the fuel metering system was unable to utterly fulfil the requirements which are standed toward modern FADEC jet engines so the redesign of it was necessary.

2. BUILDUP OF THE FUEL METERING SYSTEM

2.1 Former installation

The Type 924 fuel-oil control unit (FCU) of the TS-21, originally used the pressure of the compressor discharge (CDP) to manipulate the fuel flow. In practice this meant that the unit has been connected to the CDP section with a sense line through which the air was transferred to the Bypass Flow Metering Valve (BFMV).

In that case the fuel flow control process was the following: as the air pressure increased on the surface of the BFMV, it reduced the cross-section area of the bypass flow, which resulted the flow transfer in the bypass lines to fall and due to the positive displacement pump in the FCU, at the same time the transfer in the main flow increased, so more fuel was supplied to the combustion chamber.

To be able to control the thrust force of the turbojet engine – via RPM or other dependent parameters –, a proportional valve had been applied between the BFMV and the CDP discharge port, which released as much amount of air from the control pressure which was required to achieve a desired RPM level. This construction had several drawbacks:

- Due to the compressibility of air – as the CDP increases, the air density also grows – the control characteristic of the proportional valve was not linear.
- The control characteristic depended from the ambient air parameters as: pressure, temperature, humidity.
- The control behavior was reversed in contrast of conventional systems, i.e. control command output had to be increased to result in a reducing rotor speed.

2.2 Modified design of the fuel metering system

In order to provide a simpler and more deterministric control of rotating speed, the previously described controlling method was completely abandoned. After studying the fuel control solutions applied in modern aircraft the decision was to manipulate the fuel flow directly with an electrohydraulic valve built into the main fuel flow as a series-connected proportional orifice. During the modification process the air releasing proportional valve was removed and the BFMV (which is part of FCU 924) was
deactivated, the electrohydraulic valve and a parallel differential pressure regulator valve were installed. The system schematic sketch is shown in Figure 1.

![Schematic View of Modified Fuel Control System](image)

**Fig. 1 Modified fuel control system schematic view**

The reason behind the application of the differential pressure regulator is that if only the fuel metering valve would have been applied the control process would depend on more than one parameters. The fluid dynamic law of continuity (1) and the stationary Bernoulli equation (2) explain that statement.

\[
\dot{m} = \rho \cdot c \cdot A \quad (1)
\]

\[
\frac{c^2}{2} + U + \frac{p}{\rho} = \text{const.} \quad (2)
\]

If we assume that the density and potential of the flow do not change between its two dedicated points, then the static pressure difference will be proportional with the alteration of the fluid velocity. As a consequence, if the flow rate is to be changed, it would be impossible to execute it proportionally with the changing of the streamtube cross-sectional area, because at the same time the fluid velocity also varies. Therefore to simplify the flow rate function to single parametric, the static pressure difference between upstream and downstream of the fuel metering valve has to be regulated to a constant value, that is what the differential pressure regulator provides by recirculating the redundant amount of fuel to the fuel tank. In this case the flow rate only depends on the fuel metering valve’s free cross-section area, so these two equipment attributes will represent linear behavior between each other. The most valuable advantages of this design against the former one are the following:

- Fluids are incompressible, so the system does not have delay which relates to this attribute.
- The single parametric flow rate function and the linear behavior simplify to create an appropriate control characteristic.
- The control is straight, larger command value means larger fuel supply.
To create an appropriate PID controller for the TKT-1 the static and dynamic characteristics of the modified fuel metering system had to be measured. In the beginning of the test stages only “cold tests” have been performed and only after the verification of results the tests with fully operating engine have been started.

### 2.3 Measurement of static characteristics

In order to be ensured about the metering valve linear behavior and about that it can provide a sufficient flow rate domain, in the first step of the test the flow rate has been measured at different control input signals from 0 to 10 V with manual adjustment. In the early stages of the experiment the maximum fuel flow rate we could achieve was approx. 60 l/h, which is significantly lower than the original 90 l/h. After incorporating some further modifications in the fuel metering system and tuning the metering valve this value was extended up to 70 l/h which was determined as the maximum throughput of the particular metering valve. This is less than the originally demanded, but still can be enough to run the engine up to 80% rotating speed, which is still suitable for a short period until further development can be carried out.

Figure 2 incorporates two main halves: the throughput versus control input signal characteristic (left figure) and the operating engine’s rotor speed diagram with different throttle lever (input signals) settings (right figure).

The static characteristics (Fig. 2 left side) have been taken with a fuel manifold supplying the liquid into a container through removed fuel manifold and nozzles rather than into the real combustion chamber, so it did not require the engine to be run, but still allowed the same back pressure as the original buildup.

![Fig. 2 Throughput-input signal (left) and rotor speed vs. time open-loop test run (right)](image)

The live test with the gas turbine has been carried out with an open loop control of the fuel supply. This can be evaluated in Fig. 2 right side, i.e. after initial cranking such a flow has been commanded, which corresponded to the idle conditions, in turn the gas turbine accelerated to idle, then the fuel flow has been increased to an intermediate level, etc. There was no active feedback control to maintain a specified operating mode, that is the reason why during maximum load the rotating speed began to fluctuate. The engine maximum operating speed is 50500rpm, that means, the valve significantly reduces the
useful operating range to 80% of the nominal speed. Despite the limitations, it can be seen that the fuel supply was stable and satisfies the requirements for the basis of an automatic control system.

3. SYSTEM IDENTIFICATION

3.1 Applied devices
The system identification required relatively fast measurement (approx. 1kSample/s per channel) so a high performance DAQ device has been applied for the virtually simultaneous data acquisition. This device was an NI USB-6218 operated by a custom written LabVIEW software. The measured parameters – data channels – were the following:

- Metering valve control signal [V] – this was chosen as input of control system
- Metering valve up- and downstream pressures [bar]
- Fuel flow rate [l/h]
- Exhaust gas temperature [°C]
- Engine rotor speed [1/min, Hz] – this parameter represents system output

To control the fuel metering valve the previously used microcontroller of the TKT-1 FADEC (MC9S08DZ60) has been substituted with an mbed LPC1768 prototype board. The necessity of the improvement was that the new MCU has a 32-bit architecture CPU with 100MHz clock speed which means far more computing capacity than the formerly applied one, that made it possible to execute the identification process with higher precision, and on the other hand it allows to improve the TKT-1 FADEC system by extending its tasks. The LPC1768 microcontroller analog output only can provide 3.3V signal so a level shifting circuit with an optocoupler has also been applied to decouple and amplify the metering valve input signal to 10V, which is the required control voltage range.

3.2 Dynamic characteristic measurement of the jet engine
For dynamic behavior measurement and to determine the transfer function of the gas turbine engine a “special mode” has been implemented in the software of the mbed LPC1768, which generates sine wave on the analog output with manually adjustable amplitude – selected between 0.1 and 0.5V – and automatically changing frequency from 0.1 to 10Hz around a nominal operating point. After entering special mode, the system maintains the last memorized value of amplitude. The nominal operating point selection also was made manually, basically we used the same open-loop control, what has been introduced above and an example of operation has been given in Fig. 2. After numerous tests the one which has been performed around 4.5V input voltage seemed the most relevant because this contained the least noise. The result of this measurement is represented in Figure 3. This operating mode corresponded to a rotor speed around 38.600RPM (76% of nominal), with a fluctuation of ±800RPM, around 1.5%, which can be considered to be small enough to allow neglection of nonlinearities of the plant. As it can be evidently seen in Fig. 3, the gas turbine can react on increasing frequency excitation with a reducing amplitude.
This measurement contains enough details about the dynamic behavior of the complete system. As the input of the plant has been chosen to be represented by the electrical control signal given to the proportional valve and the output of the system is the rotor speed of the engine, and the amplitude of the sine wave was not more than 2% we can assume that the inherently nonlinear gas turbine remained in a narrow neighborhood of the selected operating point, hence a linear identification method can be applied to extract the approximate system model to perform control design as a further step.

3.3 Identification method

Because the measurement contains noise and disturbance, which have unfavorable effects in the identification process, to find the best matching transfer function with the system’s supposed real one, the authors have been applied three different linear identification models from MATLAB identification tools through the investigation [24]:

- **Output-Error model**: Does not use any parameters to modelling the disturbance characteristics, it only describes system dynamics.
- **ARMAX model**: The model is able to describe disturbance dynamics, useful when disturbance is represented in the whole process.
- **Box-Jenkins model**: Completely modelling disturbance separately from the system characteristic.

The comparison of the results for the Output-Error model is shown in Figure 4. All the three candidate models have performed at nearly the same level, so they could not be distinguished on a single plot. Left side of the figure indicates time series of identification data, right half represents resulting Bode plots of the modeled systems.

After analyzing the diagrams of Fig. 4, the Output-Error model seemed to be ideal choice in the aspect of performance, so this one has been chosen for the further investigation, however, one interesting anomaly we have to describe first.
The Bode-diagram phase plot of Fig. 4 shows unexpected behavior at higher frequencies due to noise. In practice gas turbines do not tend to respond to frequencies over 10Hz. To eliminate this pseudo-behavior the transfer function had to be modified. The system has been transferred into continuous time for the truncation. During modification the second- and first order parts in the numerator of the original transfer function (3) were eliminated and only the zero-order part was kept as indicated in (4). The result of the truncation is represented on Figure 5, which demonstrates that the application of the simplification could eliminate the effects of the noise and creates a more realistic frequency response.

\[
G(s) = \frac{0.0669 s^2 + 28.96 s + 552.4}{s^2 + 237.8 s + 168.6} \tag{3}
\]

\[
G_{res}(s) = \frac{552.4}{s^2 + 237.8 s + 168.6} \tag{4}
\]
4. CONTROLLER DESIGN

After all the relevant characteristics had been determined during the identification process the controller could be designed. The controlling process in and MCU is based on sampling method, so the transfer function must be converted back to discrete time (5).

\[ G_{res}(z) = \frac{0.2157z+0.009189}{z^2-0.9313z+4.712 \cdot 10^{-11}} \]  

Fig. 6: Reference signal and plant output comparison of the controller

The design of the discrete time PID controller was executed in MATLAB Simulink using its dedicated tool for tuning controller parameters. The characteristic of the optimized controller shown on Figure 6. The values of the most significant properties of the PID controller are the following:

- Rise time: 0.5s
- Settling time: 1.0s
- Overshoot: 1.49%
- Gain margin: 9.85dB (at 31.4rad/s)
- Phase margin: 90° (at 5.31rad/s)

After the controller setting was done, the applied stability tests confirmed the closed-loop system stability, so the controller design found successful completed.

5. CONCLUSION

Summarizing the main steps the new fuel metering system has been implemented in the TKT-1 turbojet engine. Initial “cold tests” have been performed for the proportional valve characteristic measurement. In the next phase with operating gas turbine live test cases have been carried out for data collection to achieve sufficient amount of data to determine the transfer function. The discrete time identification of the system has been completed by comparing different (Output-error, ARMAX and Box-Jenkins) models. After selected the model which shown the best performance it was used for designing the discrete time PID controller. The stability tests confirmed...
the closed loop system stability so as a result the redesign of the fuel metering system has been successfully.

Some further actions are recommended to be managed in the future. The first and most important is that to implement the PID controller into the system to realize the closed loop rotor speed control in practice. On the other hand the applied mbed LPC1768 microcontroller is able to extend the FADEC functions of the TKT-1 so several additional sequences e.g. startup control could be defined.
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ABSTRACT

The current transport system is not sustainable because of its high consumption of finite resources (mainly oil) and its impact on the environment (air quality, global warming, etc.). The design phase of the transport infrastructure has to be reconsidered in order to take into account these environmental burdens. Very recently, a methodology called Sloop (Slope Optimization) has been proposed to optimize the road longitudinal profile according to either an energy consumption or a Global Warming Potential (GWP) criterion calculated for construction and use phases. However, this optimization requires a high computation effort. It is a severe limitation to deploy this application to significant road project. The purpose of this paper is to propose a tailor-made optimization process which improves significantly this methodology. For the construction phase assessment, the methodology is based on a model of earthworks which computes the differences of geometry between the natural terrain and the road longitudinal profile. The use phase is assessed by simulating the traffic. Traffic simulations are based on vehicle dynamic models validated with real experiments. Starting from an initial longitudinal profile proposed by road designers, our algorithm finds a better profile in terms of Energy or GWP. The degrees of freedom of the optimization problem are mainly the road slopes and secondly the radii of the circles which connect them. The main constrain is the connection of the profile with the existing road. The optimization is complex due to the important number of degrees of freedom and the computation cost of the use phase assessment. It is the reason why, we developed a specific algorithm based on the Sequential Quadratic Programming Method (SQP) with suited computations of the linear approximation.

Keywords: Energy, GWP, Road, Optimization, Dynamic Model, SQP

1. INTRODUCTION

Our current transportation system is not sustainable. According to the report for the Organization for Economic Cooperation and Development (OECD), GHG emissions from transportation should increase by 60% between 2015 and 2050 [2]. During this same period (2010-2050), in order to maintain the global warming below 1.5°, experts from the Intergovernmental Panel on Climate Change (IPPC) advise keeping the GHG emissions from transportation constant [4].

New transportation projects have to take into account this burden by assessing the environmental impacts of road infrastructure within Life Cycle Assessment (LCA) framework. An LCA analysis considers several steps in the life of road infrastructure: planning/design, construction, maintenance, operations and end- of-life. Ecodesign of transportation projects takes into account these different steps. We developed a methodology in order to optimize the longitudinal profile of road project called sloop for slope optimization within this ecodesign framework [6].

The optimization criteria are selected from among classical life-cycle environmental impact indicators. This study has focused on primary energy consumption and global warming potential (GWP). The degrees of freedom of this optimization process consist of the longitudinal road profile. With respect to the environmental impact assessment, two life cycle phases are taken into account: construction and operations. The
2. ASSESSMENT OF A LONGITUDINAL PROFILE

This section exhibits the equation of a road longitudinal profile and its assessment. This assessment is divided in two parts: construction and operation assessment.

2.1 road longitudinal profile

Fig. 1  Longitudinal profile (in red) modeled as a sequence of straight lines linked by circular arcs

The longitudinal profile $P_s$ is parameterized as illustrated in Figure 1 and described by the following set of typical equations for road draftsmen:

$$
\begin{align*}
P_s(x) &= \alpha_k(x - x_k) + h_k \quad \text{if} \quad b_{k-1} \leq x < a_k \\
\alpha_k &= C_{x_k, h_k, \alpha_k, R_k, x_{k+1}, h_{k+1}, \alpha_{k+1}}(x) \quad \text{if} \quad a_k \leq x \leq b_k \\
P_s(x) &= -\alpha_{k+1}(x_{k+1} - x) + h_{k+1} \quad \text{if} \quad b_k \leq x < a_{k+1}
\end{align*}
$$

$\alpha_k$ is the longitudinal slope of the straight line $k$, $x_k$, $h_k$ are the abscissa and altitude of the point of the intersection of straight line $k$ and straight line $k + 1$. $b_{k-1}$ and $a_k$ are internal variables output from the computation of the circle linking this straight line $k$ to the next straight line.
$C_{x_k}, h_k, a_k, R_k, x_{k+1}, h_{k+1}, a_{k+1}(x)$ is the equation of the circle, with radius $R_k$, that links straight line $k$ to straight line $k+1$. This circle is tangent to straight line $k$ at the point with abscissa $a_k$ and is tangent to the straight line $k+1$ at the point with abscissa $b_k$. With these equations, the derivative of $P_s(x)$ is continuous which is a mandatory condition for simulating vehicle dynamical models. Also, circular arcs are often used by road designers to “smooth” the profile. For this purpose, large radii ($R_k > 10,000$ m) are chosen, thus implying that the circular arcs cannot be neglected in the longitudinal profile model.

The boundary conditions, i.e. the connection with the existing road, are managed by setting: $x_0 = x_{b_0}, a_0 = a_{b_0}, P_s(x_0) = P_{sb}, x_n = x_e, a_{n+1} = a_e, x_n = x_e, P_s(x_n) = P_{se}$. $a_b$ is the longitudinal slope of the existing road before $x_b$, which is the beginning of the studied profile, $a_e$ is the longitudinal slope of the existing road after $x_e$, which is the end of the studied profile.

The degrees of freedom in this parameterization are: $x_k, a_k, R_k$, with $k$ varying from 1 to $n-1$ and $R_0, R_n, a_n$.

The other variables can be obtained from the degrees of freedom. $h_k$ is computed in knowing $x_{k-1}, x_k$ and $a_k$. $a_k, b_k$ are computed in knowing the equation of circle $C(x_k, h_k, a_k, R_k, x_{k+1}, h_{k+1}, a_{k+1})$.

### 2.2 Construction

Starting from this longitudinal profile, a 3D model of the road sub-grade, which supports the pavement layers, is computed. The comparison between this reference profile and the natural soil requires an accurate assessment of earthmoving. Various longitudinal profiles therefore lead to significant differences in earthmoving quantities. At the same time, these longitudinal road profiles do not imply significant changes in the pavement layer size because their widths and lengths mainly depend on traffic levels. Consequently, road pavement layers have not been formalized in the optimization process. Earthworks can be broken down into the following operations: raw material extraction, transportation and deposit as fill (in the case of reuse) or storage as final deposit [1]. Any assessment of earthmoving quantities must therefore include an estimate of the fuel consumed by earthworks equipment (bulldozer, scraper, dump truck) during each task. Soil treatment needs to be quantified as well. These aspects are incorporated into the evaluation of energy consumption and GHG (GreenHouse Gazes emissions for the optimization process. To achieve this goal, earth movements are estimated from volume differences between the natural ground level and the current longitudinal profile (this computation will be detailed in the next section). The energy consumption and GHG emissions assessment is performed using the software ECORCE M, which features an extensive database pertaining to earthworks equipment [3].
Operation assessment is based on Traffic simulation. Traffic is modeled using different classes of vehicles from passenger cars to heavy vehicles. The vehicle sub-classes can also be defined by engine type. For passenger cars, both diesel and gasoline engines are considered, whereas for all other categories, only diesel engines are assumed. For each class, a vehicle model has been parameterized to be representative of the average fuel consumption of the entire fleet. The vehicle speed is either the maximum legal speed or the maximum achievable speed, which means that vehicle speed actually depends on slope. For example, the truck speed may lie below the legal speed when traveling uphill and at the legal speed on downhill stretches, in using the engine brake and/or brake.

It was decided in this study to use a customized model called VEHLIB [7], which is a Matlab/Simulink library developed at Ifsttar/LTE (Environment and Transportation Laboratory) to simulate all types of vehicles (from cars to articulated vehicles) and power-train architectures (from conventional to complex hybrid power-trains). It uses a modular cybernetic approach that allows for an easy exchange of vehicle components. According to this model, the vehicle is thus considered as a set of sub-systems. Modeling the vehicle therefore entails modeling its various units and the interactions taking place between them. The VEHLIB model is mainly composed of the engine, clutch, gear-box, final gear and vehicle chassis sub-model. The vehicle chassis model comprises an aerodynamic model and a rolling resistance model. The fundamental dynamic principle is solved in order to proceed upstream from wheel effort to engine solicitation.
Figure 2 displays the general principles of the fuel consumption computation. Starting from the trajectory of the vehicle and the longitudinal profile, Vehlib simulates the vehicle. One simulation output is the fuel consumption. Direct calculations yield the primary energy consumption and the CO2 emissions which is converted in GWP.

\[ m \times \gamma = I_t - I_r \]  

Firstly, Newton’s second law is applied to a vehicle described as a single degree of freedom model (see the car on Figure 2) in order to compute the tractive force \( F_t \) developed by the wheels:

\[ F_t = m \times \gamma \]

where \( m \) is the vehicle’s mass and \( \gamma \) is its acceleration. \( F_r \) is the running resistance

\[ F_r = \frac{1}{2} \rho S C_x v^2 + mg(C_{rr0} + C_{rr1} v) + mg \sin(\alpha_r) \]

where \( \rho \) is the air density, \( S \) is the front vehicle area, \( C_x \) is the drag forces coefficient, \( C_{rr0} \) et \( C_{rr1} \) are the tires rolling resistance coefficients, \( g \) is the acceleration of gravity and \( \alpha_r \) is the angle of the slope in radian. This quantity varies according to the profile.

As illustrated by the gears on Figure 2, knowing \( F_t \) and \( v \), the engine torque and angular speed (\( T_e \) and \( \omega_e \)) are then computed. We exhibit the equations only for the engine torque, equations for the angular speed are symmetric. Knowing \( F_r \), the torque \( T_w \) to be applied to the wheel is then:

\[ T_w = F_t \times R_w \]

where \( R_w \) is the wheel radius. Going upstream to the engine shaft considering the different gear ratios, the engine torque \( T_e \) is then:

\[ T_e = T_w \frac{k_{fg} \cdot k_{gb}}{\eta_{fg} \cdot \eta_{gb}} \quad \text{if} \quad T_w > 0 \]

where \( k_{fg} \) and \( \eta_{fg} \) are the gear ratio and efficiency of the final gear, \( k_{gb} \) and \( \eta_{gb} \) are the gear ratio and efficiency of the gear box. Fuel consumption is then calculated using specific fuel consumption maps. VEHLIB has been validated with experimental data. The fuel consumption is then transformed in GWP (CO2 emissions) or primary energy.

3. OPTIMIZATION

The previous section displays the methodology to assess the cost in GWP or Energy of a road longitudinal profile. In this section, we present how to find an optimal profile which minimizes one of both criteria. The mathematical formulation is the following.
\[
\begin{align*}
\text{minimize} & \quad J(P_s) \\
\text{subject to} & \quad P_s(x_0) = P_{s_0}, \quad P_s(x_f) = P_{s_f} \\
& \quad \alpha_{\min} \leq \alpha_k \leq \alpha_{\max}, \quad \alpha_{k+1} \neq \alpha_k, \quad x_{\min} \leq x_k \leq x_{\max}, \quad R_{\min} \leq R_k \leq R_{\max}
\end{align*}
\]

Where \( J(P_s) \) is the cost of the longitudinal profile \( P_s \) according to the previous section.

The optimization problem (6) is a finite dimensional non-linear optimization with linear inequalities and two non-linear equalities. A classical algorithm to solve this type of optimization is the sequential quadratic programming (SQP, see [5] for a complete description).

### 3.1 SQP algorithm

SQP is an iterative algorithm starting from the initial profile designed by draftsmen:

\[
P_{s_{k+1}} = P_{s_k} + d_k, \quad \forall k \in \mathbb{N}
\]

with \( d_k \) is the descent step and is computing:

- by calculating \( p_k \), solutions of the Karush Kuhn Tucker (KKT) conditions of the quadratic optimization with linear equality constrains approximating the non-linear optimization (6);
- by reducing the length of \( p_k \), \( d_k = \mu p_k \) with \( 0 < \mu \leq 1 \) taking into account:
  - the activation of non-active linear inequalities;
  - the quadratic approximation of the Lagrangian;
  - the linear approximation of the non-linear equality constrains.

In our specific study, the non-linear equality constrains of the optimization problem (6) are a sequence of straight lines and circle arcs. It means these constrains are quadratic equality constrains. In the following, we exploit this property for the second non-linear equality. The procedure is the same for the first constrain.

### 3.2 tailored SQP algorithm

The linear approximation of the second constrain (see Eq. 6) is

\[
\mu \nabla P_s(x_{k_f})p_k = P_{s_f} - P_s(x_{k_f})
\]

Our objective is to find \( \mu \) in order to get:

\[
|P_s(x_{k+1_f}) - P_{s_f}| < \tau ol
\]

where \( \tau ol \) is the tolerance. It yields

\[
|P_s(x_{k_f}) + \mu \nabla P_s(x_{k_f})p_k + \frac{1}{2} \mu^2 p'_k (\text{Hess } P_s(x_{k_f}))(p_k - P_{s_f})| < \tau ol
\]
If this last inequality is not true if $\mu = 1$, it means that $\mu$ has to be reduced. Supposing that the $+\text{tol}$ is exceeded, $\mu$ is then the solution of the second grade equation:

$$Ps(x_{kf}) + \mu \nabla Ps(x_{kf}) p_k + \frac{1}{2} \mu^2 p_k^T (\text{Hess } Ps(x_{kf})) p_k - Ps_f - \tau \sigma 1 = 0 \quad (11)$$

The calculation is straightforward. The equation is symmetric if it is $-\text{tol}$ which is exceeded.

### 3.3 Results

This methodology was then applied to a real case study: the considered road section is a 4.75 km long 2x2 lane road in the French national road network. The number of degrees of freedom is 18. There are two non-linear equalities constrains and more than 40 linear inequality constrains. Results of the optimization process yield a 6% savings of the global primary energy compared to the initial profile. A 8% savings on GWP is also obtained.

### 4. CONCLUSION

Sloop is a methodology which optimizes road longitudinal profile according to GWP or energy consumption criteria. It is solved with sequential quadratic programming which is an iterative algorithm. At each step, a quadratic optimization problem is solved. The length of the descent step depends on the approximation of the non linear constrains. We exploit a specific property of this constrain in order to calculate exactly this length. The next step is to improve the computation burden of the quadratic approximation of the cost function.
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ABSTRACT  
We investigate the effect of various generalizations of the concept of a beam supported by viscoelastic subgrades. 
The beam is subjected to the action of moving loads. In the paper the closed-form analytical solutions obtained 
in earlier papers of the author and I. ZOBORY for the cases of BERNOULLI–EULER beams on WINKLER foundations are 
generalized to the case of more complicated beam/foundation systems. The generalizations of the 
track/vehicle system are connected with the appearance of the thermal expansion effect in the beam, and that of 
the PASTERNAK term in the supporting system. These two effects together result in a wave-like propagation in the 
system. We analyze the appearance of critical speeds avoiding the continuous motion of the system under such 
generalized circumstances.  
Keywords: track/vehicle system, beam, thermal explosion, Pasternak foundation  

1. INTRODUCTION  
We investigate here the simple boundary value problem with a moving, damped oscillatory load excitation acting at points $x = vt$ of form  
$$EI \frac{\partial^4 u}{\partial x^4} + \rho A \frac{\partial^2 u}{\partial t^2} + k \frac{\partial}{\partial x} u = F_0 e^{\omega t} \delta(x - vt),$$  
$$\lim_{x \to \pm \infty} u(t, x) = \lim_{t \to \pm \infty} u(t, x) = 0$$  
on an infinite BERNOULLI–EULER beam of parameters $EI$ and $\rho A$, laying on a WINKLER foundation of viscoelastic stiffness and damping parameters $s$ and $k$, and subjected to the action of a moving load, where the motion of the beam is fixed at infinities, or, more generally, the problem  
$$EI \frac{\partial^4 u}{\partial x^4} + \rho A \frac{\partial^2 u}{\partial t^2} - G \frac{\partial^2 u}{\partial x^2} + k \frac{\partial}{\partial x} u = F_0 e^{\omega t} \delta(x - vt),$$  
$$\lim_{x \to \pm \infty} u(t, x) = \lim_{t \to \pm \infty} u(t, x) = 0.$$  
Here $u(t, x)$ stands for the vertical displacement of the beam and $\delta$ denotes DIRAC's unit impulse distribution. The extra term in the middle can represent either the effect of thermal expansion (more characteristic in case of rods/short beams) built in to the first part of the left-hand side of the differential equation, representing the beam operator, or the effect of a PASTERNAK-type foundation built in to the second part, representing the differential operator governing the subgrade, cf. [4], or both of them.  

In the second equation above parameter  
$$G = G(T) = G_{th} + G_p$$  
stands for the superposition of the thermal expansion coefficient depending on the actual value of temperature $T$, likely different from the one acting during the welding.
of the rails, and the reduced shear modulus corresponding to the PASTERNAK foundation, respectively.

2. SOLUTION TO THE PROBLEM

One can look, in a standard way, for the solution to the general problem in the form

\[ u(t, x) = e^{\omega t} U(\xi), \]

where

\[ \xi := x - vt \]

stands for the relative displacement of the moving load.

This way we obtain ODE boundary problem

\[ EI U'' + (pA v^2 - G)U'' - v(k + 2pA v)U' + (s + kw + pA v^2)U = F_0 \delta \]

under boundary conditions

\[ \lim_{\xi \to \pm\infty} U(\xi) = 0 \]

with characteristic polynomial

\[ P(\lambda) = EI\lambda^4 (pA v^2 - G)\lambda^2 - v(k + 2pA w)\lambda + (s + kw + pA v^2). \]

The unique solution of form

\[ U(\xi) = F_0 e^{\omega t} \sum_{i=1}^{4} \sigma_i / P'(\lambda_i)e^{\lambda_i \xi} H(\sigma_i \xi) \]

can be obtained if and only if the characteristic roots are well-positioned, i.e. there are exactly two characteristic roots of polynomial \( P \) both in the left and in the right complex halfplanes, cf. [2], [5-6].

Here for the sign \( \sigma_i = \text{sgn} \text{Re} \lambda_i \) is satisfied, \( P' \) stands for the derivative of polynomial \( P \), while \( H \) denotes HEAVISIDE's unit jump function.

3. VERTICAL DISPLACEMENT UNDER THE LOAD

In numerical computations we shall use our usual data for railway beams

\[ EI = 6 \cdot 10^6 \text{ Nm}^2, \quad pA = 60 \text{ kg/m}. \]

The thermal expansion coefficient is \( G_{th} = 8 \cdot 10^5 \text{ N} \) by the data from Hungarian State Railways, while the reduced shear modulus of the PASTERNAK foundation is given by \( G_P = 666 875 \text{ N} \), cf. [1].

The stiffness of the foundation is \( s = 1.5 \cdot 10^7 \text{ Pa} \), its damping is \( k = 4.6 \cdot 10^4 \text{ Ns/m}^2 \), while the weight of the load is \( F_0 = 6 \cdot 10^7 \text{ N} \).

The maximal vertical displacement of the beam is of form

\[ \max u(t, x) = u(t, x - vt) = U(0) = F_0(1 / P'(\lambda_1) + 1 / P'(\lambda_2)) \]

achieved under load \( F_0 \).
0) In the case $G = 0$ of the WINKLER foundation without thermal expansion we have $U(0) = -1.78$ mm.

1) If we take the thermal effect into consideration on a WINKLER foundation, then one has $U(0) = -1.74$ mm, and the relative effect of the thermal term is of 2%.

2) In the case of the non-heated PASTERNAK foundation of parameter $G_p$ we have $U(0) = -1.75$ mm, and the relative effect of the thermal shear modulus is of 1.7%.

3) In the case of the superposition of the two effects with an increased value $3G_p$ of the shear modulus results already $U(0) = -1.66$ mm, and a relative effect of 6.7% in.

4. CRITICAL SPEEDS

The supremum of the speeds $|v|$, where a (unique) continuous solution still exists (i.e. the characteristic roots are still well-positioned) is called the critical speed of the system. Exceeding of the critical speed can lead to the damage of the track or to rail breaking.

With the help of of the generalized ROUTH–HURWITZ criterion one can prove, that critical speeds, preventing the continuous motion of the system can appear only if, while increasing the speed, a characteristic root moves through the imaginary axis, i.e. the characteristic polynomial has an imaginary root.

It implies, that the complex excitation $w$ (awakening inside the system) satisfies

$$k + 2\rho A \text{Re} w = 0,$$

and, in the case $\text{Im} (w) = 0$ the critical speed $c$ can be reckoned by formula

$$(\rho A c^2 - G)^2 = 4EI s + k^2 / (\rho A).$$

The existence of the solution of the previous chapters can be guaranteed if the speed of the load is under the critical one.

In the undamped case of a non-heated beam on a Winkler foundation one has critical speed

$$c = (4EI(\rho A)^{-2})^{1/4},$$

cf. [3].

In the case $G \neq 0$ and $k = 0$ one has simple dependence

$$\rho A c^2 = G + 2(EI s)^{1/2}.$$

One can see in Fig.1, that a 'realistic' critical speed can occur only in case $G_{th} < 0$, i.e. when the beam is refrigerated.
Fig. 1 Dependence of the critical speed on the thermal/Pasternak coefficient $G$

Another interesting 'critical' speed appears in connection with the speed of the wave propagation awakening in the system, caused by the thermal and/or the Pasternak effects.

The left-hand side of the governing equation of the motion can be transformed into form

$$EI \frac{d^4u}{dx^4} + \rho A \left( \frac{d^2}{dt^2} - v_0^2 \frac{d^2}{dx^2} \right) u + k \frac{d}{dt}u + su$$

where wave operator

$$\Box_{v_0} := \frac{d^2}{dt^2} - v_0^2 \frac{d^2}{dx^2}$$

appears in the middle with $v_0^2 = G/(\rho A)$ for the speed constant of wave propagation in case $G > 0$.

5. CONCLUDING REMARKS

In the paper we generalized results of [6] to the case of Bernoulli–Euler beams subjected to thermal expansion and laying on a Pasternak foundation.
Further possibilities of development can be:
Building in more general beam models, e.g. the TIMOSHENKO beam operator

\[ B_{v_1,v_2} := \square_{v_1} \square_{v_2} = (\partial_t^2 - v_1^2 \partial_x^2) (\partial_t^2 - v_2^2 \partial_x^2), \]

and/or using more general (viscoelastically coupled discrete / continuous) supporting systems.
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ABSTRACT

Authorizing the placing in service of a rail vehicle, which is called in Polish regulations permitting a vehicle type to operation, is meant as a procedure carried out by appropriate authorities in order to hand over a rail vehicle to be operated with accordance to its purpose. A condition for permitting vehicle types to be operated is to obtain a certificate of placing in service for the first piece of the vehicles.

Before obtaining the certificate of placing in service of a type, the piece of vehicles of a given type is subjected to technical tests, which are performed by an organizational unit authorized for that. One of the elements of these tests is the line test, i.e. tests realized along railway lines, which are aimed, among other things, at the following:

a) evaluating dynamic properties of a traction vehicle,

b) checking strength of the main elements, in particular, fatigue strength of buggy frames.

Relevant order of the Minister of Infrastructure [1] determines the range of tests of a vehicle, which must be performed in this case. The tests are realized on tracks of QN1, QN2 and QN3 class, accepting, according to the EN 14363 standard [2], a percentage share of tracks of the aforementioned classes as follows:

- 50% share of track of class ≤ QN1
- 40% share of track of class > QN2 ≤ QN2
- 10% share of track of class > QN3

where: QN1 – track of a very good maintenance condition, QN2 – track of a good maintenance condition, QN3 – track of a bad maintenance condition

However, it must be pointed out that there exist in Poland also tracks of a very bad maintenance condition, which are not taken into account during the tests, i.e. a vehicle is not tested on such tracks, assuming that the tested vehicle will not be operated on such tracks or will be operated within a small range only.

Meanwhile, the operation practice shows that the share of tracks of a bad and very bad maintenance condition may exceed even 50% of operation. Example of this kind of a track is shown on Figure 1. Of course, in such cases, limit values of vertical and horizontal accelerations acting upon particular elements of the vehicle, including the buggy frame, are obviously exceeded; at the same time, the assumed unlimited durability of the mechanical structure is decreased. At the same time, it results in increasing a risk of a failure of basic subassemblies of a rail vehicle, and thus decreasing safety level of railway transport, as a consequence.
A problem of placing in service of rail vehicles will be discussed as well as conditions of their operation, taking into account the safety of running in railway traffic under Polish conditions. A railway event being a result of operating a vehicle on tracks of a bad maintenance condition will be discussed as an example.

Keywords: rail vehicles, safety, authorization for placing in service.

Fig. 1 Example of the track QN3 class
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ABSTRACT
The results of the experimental studies of the initial residual stress in the railway car wheel are presented in this paper. The fatigue strength of the railway car wheel considering the effect of the residual stress is evaluated.

Keywords: initial residual stress, strength, railway car wheel, fatigue crack, service life

1. INTRODUCTION
The wheel in the bogie of railway passenger and freight cars is a critical load-bearing part, which should withstand both vertical and lateral dynamic forces caused by a moving train. There have been cases of railway car derailment due to breaks in the wheel disk-to-rim transition zone (Fig. 1). According to the statistical data, 2 freight car wheels with a circumferential fatigue crack up to 250 mm long in the wheel disk-to-rim transition zone were recorded in Russia in 2013; 4 wheels with fatigue cracks were recorded in 2014, and 3 wheels – in 2015. Bench-run tests to investigate the effect of cyclic vertical loads on the railcar wheel showed that the wheel fatigue breaks occur in the disk-to-rim transition zone.

Fig. 1 Freight car derailment caused by a wheel disc fracture

The reasons for premature railway wheel breaks can be uneven wheel rolling on the rolling surface, chipping or flaking, and initial residual tensile stress formed during the hardening of the wheel rim in the manufacturing process [3-5]. It is worth noting that the existing standard methods for calculating the fatigue strength of the wheel due to the loads induced on the wheel in operation do not account for the initial residual stress [1, 2]. Therefore, it is of vital importance to take into consideration the effect of the initial residual stress on the fatigue strength of the wheels at the design stage.
2. DEFINITION OF THE PROBLEM
The problem is to determine the level of axial residual stresses in the wheel disc-to-rim transition zone using the tensometry method and consider these stresses in the fatigue strength calculations.

3. EXPERIMENTS
The following types of railway wheels (Fig.2) in as-manufactured state are subjected to tests:
- type N 1, solid-rolled wheel with a flat cone disk, 957 mm running tread diameter, compliant with GOST 10791-2011, grade 2 steel;
- type N 2, solid-rolled wheel with a flat cone disk, 957 mm running tread diameter, compliant with GOST 10791-2011, grade T steel;
- type N 3, solid-rolled wheel with a curvilinear disk, 920 mm running tread diameter, BA004 or BA005 type;
- type N 4, solid-rolled wheel with a curvilinear disk, 920 mm running tread diameter, BA318 / 319 type;
- type N 5, solid-rolled wheel with a flat disc, 920 mm running tread diameter, designed for the Desiro RUS Lastochka electric train.
The number of tested wheels: one item of each wheel type was tested.

![Fig. 2 Test wheels](image_url)

The axial residual stresses in the disk-to-rim transition zone of the test wheels are determined by the tensometry method in compliance with DIN EN 13262: 2011-06 Standards “Railway applications - Wheelsets and Bogies - Wheels - Product Requirements” (Germany) and GOST R 54093-2010 “Railway Rolling Stock Wheels. Methods for Determining Residual Stresses” (Russia). According to DIN EN 13262: 2011-06 and GOST R 54093-2010, the method for determining residual stresses is based on cutting operations that lead to the sequential release of residual stresses in the wheel.
Variations in residual stresses are evaluated on the surface contour after each cut by measuring local tensions on the inner and outer sides of the wheel with a tensometre.
The tensile strength inside the disk and the rim is derived from a linear extrapolation of the tension evaluated on the surface (according to DIN EN 13262: 2011-06) as well as from the diagrams of the distribution of residual stresses over the wheel cut section (GOST R 54093-2010). Positioning of strain gauges (tensoresistors) on the wheel is shown in Figure 3. A diagram of phased cutting of the wheel with simultaneous measurement of deformations in the resulting new surface of the wheel is shown in Figure 4.

Axial stresses in three gauges blocks 1, 2I, 2E, 3I, 3E after cutting out each fragment are calculated by the formula:
where $E=2.1\times10^5$ MPa is elasticity modulus of wheel steel; $\mu=0.28$ is the Poisson ratio; $\varepsilon_i^{axi}$ is relative axial (radial) deformation; $\varepsilon_i^{cir}$ is relative circumferential deformation; $i$ is the number of the gauge block.

Since the axial deformations in the gauge blocks 2I, 2E, 3I and 3E are determined for the inner (I – internal) and outer (E - external) surfaces of the rim and the rim part of the wheel, the average axial deformations at points 2 and 3 after cutting fragment №1, given the plane of the wheel, are calculated by the formulas:

\[
\sigma_2^{axi} = \frac{a}{a+b} \sigma_{2I}^{axi} + \frac{b}{a+b} \sigma_{2E}^{axi},
\]

\[
\sigma_3^{axi} = \frac{c}{c+d} \sigma_{3I}^{axi} + \frac{d}{c+d} \sigma_{3E}^{axi},
\]

where $a$, $b$, $c$, $d$ is a distance between the gauge block position and the plane of the wheel (Fig. 3).

Fig. 5 Diagrams of the distribution of residual axial stresses in a type 1 wheel (left) and type2 wheel (right)
The residual axial stresses in the wheel disk-to-the rim transition zone were calculated by constructing intermediate diagrams after three cuttings. The resulting diagrams of the residual axial stress distribution in the tested wheels are shown in Figures 5 and 6. Figures 5 and 6 illustrate that the initial residual axial stresses (tensile stresses) are present in all types of the wheels in the disk-to-rim transition zone in a range of 41 MPa – 98 MPa.

![Fig. 6 Diagrams of the distribution of residual axial stresses in type 3, 4 and 5 wheels (from left to right)](image)

The wheel rim residual stress measurements using Ultrasonic (UST) and tensometry methods and their compliance with the standards regulations are compared and presented in Table 1. Sixty percent convergence of the results are due to different measurement evaluation criteria and different algorithms used for the recorded data recalculations. Therefore, the authors rely on the destructive method results.

<table>
<thead>
<tr>
<th>Type of wheel</th>
<th>Statement of Compliance With Standards</th>
<th>Convergence of results after UST and tensometry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GOST R 54093-2010 (tensometry)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>2</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>- no</td>
</tr>
<tr>
<td>4 (continuous cast billet)</td>
<td>-</td>
<td>- no</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>- no</td>
</tr>
<tr>
<td></td>
<td>RD 32.144-2000 (UST)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>DIN EN 13262:2011-06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tensometry</td>
<td>UST</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- no</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>- yes</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>no no</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>no</td>
</tr>
<tr>
<td></td>
<td></td>
<td>yes</td>
</tr>
</tbody>
</table>
4. FATIGUE STRENGTH CALCULATIONS

The fatigue strength values are experimentally obtained for a cone-disc wheel with an axial load of 23.5 tf considering the residual stresses, with the experiment conducted according to [1]. The experimental tests imply the application of a vertical load \( P \) in the rolling plane and a transverse load \( Q \) perpendicular to it, fixed in the centre of the wheel [1]. The experimental area is the disk-to-rim transition zone. The fatigue strength factor of the wheel for the experimental area is calculated by the formula:

\[
n = \frac{\bar{\sigma}_k^d}{\sigma_{a3}} \geq [2.0],
\]

where \( \bar{\sigma}_k^d \) is the mean fatigue strength of the disk in the experimental area with variable loading during \( 10^8 \) cycles tests; \( \sigma_{a3} \) is the calculated magnitude of the steady loading of the wheel based on \( 10^8 \) cycles, the effect of which, in terms of damage accumulation, is equivalent to the actual non-steady operational mode for the design service life of the wheel.

The mean fatigue strength in terms of the magnitude taken the decreasing coefficient of 0.75 is calculated by the formula:

\[
\bar{\sigma}_k = 0.75(\bar{\sigma}_k^{max} - \bar{\sigma}_k),
\]

where \( \bar{\sigma}_k^{max} = 0.5\sigma_n = 0.5 \cdot 910 = 455 \) MPa is the maximal stress of the fatigue strength cycle of grade 2 steel in compliance with GOST 10791-2011, which depends on fatigue strength \( \sigma_n \);

\[\bar{\sigma}_k = \frac{\bar{\sigma}_k^{max} + \bar{\sigma}_k^{min}}{2} = 250 \text{ MPa}\]

is the mean stress of the fatigue strength cycle of grade 2 steel with an asymmetry coefficient \( r = 0.1 \). From formula (5), \( \bar{\sigma}_k^d = 154 \) MPa.

The estimated value of magnitude \( \sigma_{a3} \) is calculated by the expression:

\[
\sigma_{a3} = \sqrt{\frac{N_0}{N_n} \cdot \frac{0.5}{1 + k_n} \cdot \frac{1}{n} \sum_{l=1}^{n} \sum_{j=1}^{12} \frac{\lambda_j}{\sigma_{min}} \int_{\sigma_{min}}^{\sigma_{max}} \sigma^m e^{-\frac{(\sigma - \bar{\sigma}_{ij})^2}{2s^2}} d\sigma,}
\]

where \( m = 9 \) is the fatigue curve exponent of the wheel; \( N_0 = 10^8 \) is a base number of cycles; \( N_n = 30 \cdot 10^8 \) is a total number of vertical load cycles for the design service life of the wheel; \( s_{min}, s_{max} \) are the minimum and maximum values of the stress magnitude in the experimental zone; \( j \) is number of a load block; \( i \) is a serial number of various calculated thicknesses of the rim; \( k_n \) is the coefficient of the empty mileage of the car; \( n = 5 \) is a number of wheels with various rim thicknesses after machining; \( \lambda_j \) is the run ratio of the wheel without defects, a flat wheel, and the wheel with uneven rolling in the total mileage of the wheel, respectively, \( \lambda_1 = 0.838; \lambda_2 = 0.150; \lambda_3 = 0.012 \);

\[\bar{\sigma}_{ij} = \sigma F_j \left(1 + 0.683 \frac{\bar{\sigma}_{ij}}{F_j}\right)\]

is the mean value of stress in a block;
\[ S_{\sigma_{ij}} = \sigma S_{Pj} \left( 1 + 0.683 \frac{S_q}{S_{Pj}} \right) \] is the mean-square deviation in a block.

The mean square deviations calculated by [1] are: \( S_{P1} = 26.5 \text{ kN} \) for a wheel without defects; \( S_{P2} = 21.2 \text{ kN} \) for a flat wheel; \( S_{P3} = 62.7 \text{ kN} \); \( S_Q = 14.2 \text{ kN} \).

According to [1], the vertical loads \( P \) and transverse loads \( Q \) acting in operation were calculated and grouped in blocks, given the conditions of the wheel (without defects, flat wheel, and uneven rolling), the run ratio of the wheel in each of the three conditions during the service life, and the car condition (see Table 2). Table 2 shows the mean Mises stresses calculated using SolidWorks / Simulation and the formulas mentioned above.

Table 2 Mises stresses in the experimental area of type 1 wheel appearing during the service life

<table>
<thead>
<tr>
<th>Load block number ( j )</th>
<th>Condition of the car</th>
<th>Actual loading, ( \text{кН} )</th>
<th>Run ratio ( \lambda )</th>
<th>The mean Mises stress ( \overline{\sigma} ) in the computational area while machining, MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>( n=0 )</td>
<td>( n=1 )</td>
</tr>
<tr>
<td>1</td>
<td>Loaded</td>
<td>( P_1 = 142.8 )</td>
<td>0.2514</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>( P_2 = 196.9 )</td>
<td>0.045</td>
<td>55</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>( P_3 = 273.8 )</td>
<td>0.0036</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>Empty</td>
<td>( P_1 = 37.3 )</td>
<td>0.1676</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>( P_2 = 51.4 )</td>
<td>0.03</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>( P_3 = 182.7 )</td>
<td>0.0024</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>Loaded</td>
<td>( P_1 = 142.8 ) ( Q = 21.7 )</td>
<td>0.2514</td>
<td>48</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>( P_2 = 196.9 ) ( Q = 21.7 )</td>
<td>0.045</td>
<td>60</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>( P_3 = 273.8 ) ( Q = 21.7 )</td>
<td>0.0036</td>
<td>80</td>
</tr>
<tr>
<td>10</td>
<td>Empty</td>
<td>( P_1 = 37.3 ) ( Q = 5.67 )</td>
<td>0.1676</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>( P_2 = 51.4 ) ( Q = 5.67 )</td>
<td>0.03</td>
<td>15</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>( P_3 = 182.7 ) ( Q = 5.67 )</td>
<td>0.0024</td>
<td>55</td>
</tr>
</tbody>
</table>

Note: \( P_1 \) is for the wheel without running surface defects; \( P_2 \) is for a flat wheel; \( P_3 \) is for the wheel with uneven rolling.

Using the data of Table 2 and formulas (4) - (6), the fatigue strength factor of a type 1 wheel in the disc-to-rim transition area is \( n = 2.05 \), which exceeds the permissible value \( n = 2.0 \) [1]. With axial residual stresses in a type 1 wheel as-manufactured, the wheel fatigue strength factor is reduced to \( n_r = 1.2 \), which may cause its breakage from excessive operational loads. The effect of the wheel machining during service life on the residual stress changes in the near-rim area has not been studied. The fatigue...
strength values for a type 4 wheel are similar to those of type 1. For type 2 and 5 wheels, \( n = 1.7 \) and \( n_r = 1.0 \). For a type 3 wheel, \( n = 2.3 \) and \( n_r = 1.5 \).

The described method of calculating the fatigue strength factor is valid only for the disk-to-rim transition area [1]. To correctly calculate the fatigue strength factors for wheels with a curvilinear disc, other algorithms are to be used as this kind of wheels has different stress zones effected by vertical and transverse loads, and their maximum axial residual stress zones are different, too.

5. CONCLUDING REMARKS

Since wheel failures caused by fatigue cracks in the zone of the disc-to-rim transition area occur before the end of the service life, account must be taken of the residual stresses when calculating the wheel strength under dynamic loads.
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ABSTRACT
Decrease the wear of the wheel by profile optimization while maintaining a correct dynamic behavior could be difficult. This document purposes a methodology to optimize the wheel profile in the same time than other dynamics parameters are maintained.
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1. INTRODUCTION & OBJECTIVE
To design a wheel profile is generally a difficult task, mainly concerning the equivalent conicity impact and evolution aspects. Indeed, a same value of this parameter could lead to opposite effects for curving ability or lateral stability/comfort:

- vehicle stability: high conicity is more likely to give rise to wheelset or bogie hunting instability,
- curving behavior: high conicity gives more steering of the wheelset in curves,
- Vehicle ride : high conicity makes the wheelset more susceptible to lateral track geometry.

In addition, a small difference on the wheel profile could lead to a strong difference on the dynamic behavior of the tram. The drawings here-after are an illustration to show how the wheel profile can influence the dynamic behavior of the tramway. Two different wheels have been implemented on the same dynamic model of tram. Wear number on curve and trainset stability on alignment have been compared.

Fig. 1 Influence of the wheel profile dynamic behavior

The hard work is to choose the best compromise regarding the network and the product.

However, 90% of the Citadis® trams use the same wheel profile whereas network could be very different in term of:
• Distribution of percentage of curves and percentage of alignment
• Rail profile
• Rail quality
• Rail gauge
• Track quality

This standard wheel is a compromise which induces a quite good dynamic behavior in most of the cases but not the best one for each specific network.

The objective of this paper is to describe a methodology which allows designing a specific optimized wheel profile for each network taking into account the environment of the tram in order to optimize its dynamic behavior, especially the wear of the wheel.

2. GENETIC ALGORITHM APPLIED TO THE WHEEL OPTIMIZATION

2.1 Concept of genetic algorithm

The wheel optimization is based on the genetic algorithm (GA) method. A GA is a metaheuristic inspired by the process of natural selection. GA are commonly used to generate high-quality solutions to optimization and search problems by relying on bio-inspired operators such as mutation, crossover and selection. The principle is to create a population of individuals which will evolve by itself regarding a specific problematic. GA are well adapted when the problem has huge range of possible solution and when there are several criteria to optimize.

The different steps of the algorithm are indicated on the following flow chart.

![Genetic Algorithm Flow Chart](image)

**Fig. 2 Genetic algorithm flow chart**

2.2 Steps of the genetic algorithm

Terminology

Before to start, it is important to define some specific key words:
Terms | Generic definition | Application to wheel optimization
---|---|---
Population | Set of individuals | Set of dynamics models of tram
Individual | Set of chromosomes | Dynamic model of trams. All models are similar except for the wheel profiles.
Chromosome | Set of genes | Wheel profile. The wheel profile is defined by a set of geometrical parameters
Gene | Set of alleles | 1 geometrical parameter of the wheel profile
Allel | Expression of gene | Value for a geometrical parameter

Initialisation of the population
It consists on the generation of an initial population composed by random individuals. By random means that the value of each parameter (gene), which acts on the problem, is defined randomly inside a defined search area.

Application to wheel optimisation:
The population is composed by dynamics models which are all similar in terms of masses, suspensions and environment where they evolve. However, each model has its own wheel profile. Indeed, at the first generation, the program assign random wheels to each model. Therefore, the wheel profiles have been defined by geometrical parameters such as radius, angles, lengths or slopes. These geometrical parameters, indicated on the following drawing, are allocated from A to N letters.

![Fig. 3 Geometrical parameters for the wheel profile](image)

Next, they are set with random values which are chosen inside a range area, previously fixed by the user. In addition, the user has the possibility to define some constraints on the wheel profile like the range areas for Sd, Sh, qR values and for the equivalent conicity.

![Fig. 4: Geometrical constraints for the wheel profiles](image)

It is important to note that for performance reasons of the GA, the values of geometrical parameters for each wheel profile are converted into the binary system. The following table represents an example of chain of bits for different wheel profiles.
Selection

It consists on the evaluation of each individual regarding the problem to solve. The idea of selection phase is to select the fittest individuals and let them pass their best genes to the next generation.

As a first step, a fitness function has to be defined in order to assign a quotation to each individual related to its capacity to fit to the environment.

Next, a selection has to be made for detecting the most fitted individuals and to pass them to the next generation. Different methods of selection exist but the most common is the wheel selection. This method distributes all individuals on a wheel where the fittest make up greater portions. Thus, they have more chance to be selected.

<table>
<thead>
<tr>
<th>Individual</th>
<th>Quotation (/1)</th>
<th>Chance to be selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual 1</td>
<td>0.9</td>
<td>28.1%</td>
</tr>
<tr>
<td>Individual 2</td>
<td>0.5</td>
<td>15.6%</td>
</tr>
<tr>
<td>Individual 3</td>
<td>0.1</td>
<td>3.1%</td>
</tr>
<tr>
<td>Individual 4</td>
<td>0.6</td>
<td>18.8%</td>
</tr>
<tr>
<td>Individual 5</td>
<td>0.8</td>
<td>25.0%</td>
</tr>
<tr>
<td>Individual 6</td>
<td>0.3</td>
<td>9.4%</td>
</tr>
</tbody>
</table>

Application to wheel optimisation:

The dynamic behaviour of each model is evaluated with a dynamic software (Simpack). The complete tram model is built (duplicated for each individual) and the different wheel profiles are put on each model. Next, the objective is to define the environment where will be assessed the different model depending on the criteria we decide to optimize. In our case, the optimisation concerns different aspects:

- On a R25m curve radius at the velocity of 18km/h:
  - The wear number (N) of the external wheel of the front wheelset:
    \[ N = |T_x \cdot v_x| + |T_y \cdot v_y| + |M_z \cdot \varphi_z| \]  \( (1) \)
  - The average of the wear number from all wheels of the train (Na),
  - The derailment criterion for all wheels (Y/Q),
  - Lateral forces from the wheelsets to the rail (SY).

- On alignment with a lateral defect at maximum speed. The objective is to check how the tram absorbs the accelerations after the collision with the defect. Therefore, the maximum lateral accelerations on the cars (AQ) between 10 seconds after the defect and 30 seconds after the defect are taken into account.
Indeed, the train has to be efficient both on curve and on alignment. Consequently, the assessment of an individual will be a combination of the here-above criteria. The fitness function is the following:

$$f_i = \left( \frac{N_i}{N_{\text{max}}} + \frac{Na_i}{Na_{\text{max}}} + \frac{Y/Q_i}{Y/Q_{\text{max}}} + \frac{AQ_i}{AQ_{\text{max}}} + \right)^{N_{\text{criteria}}}$$

where:
- $X_i$ is the value of the criterion for the current individual
- $X_{\text{max}}$ is defined by the user as the worst value for the criterion
- $N_{\text{criteria}}$ is the number of criteria which are considered (4 in our case)

**Crossover**

The crossover phase consists on sharing information (genes) between the fittest individuals. Two parents, selected during the previous phase, combine their genetic information in order to generate new offspring. New solutions are generated from an existing solution, analogous to the crossover that happens during sexual reproduction in biology.

![Fig. 7 Example of crossover application](image)

**Mutation**

Mutation is used to maintain genetic diversity from one generation of a population of chromosomes to the next. Mutation alters one or more gene values in a chromosome from its initial state. The probability of mutation should be set low in order to avoid transforming the search into a primitive random search.

![Fig. 8 Example of mutation application](image)

### 3. Optimization of Citadis® Wheel Profile

#### 3.1 Hypothesis of calculation

**Model**

The wheel profile optimisation is led on the new generation of Citadis® equipped with 3 Arpege bogies. The simulation model is a 30m length.
Track
The track is an alignment 400m followed by a R25m curve radius of 35m length. The tram is running at 70 km/h and met a the lateral defect at the beginning of the alignment. 30s after the defect, the tramway will decrease its velocity to 18km/h in order to pass the curve.

3.2 Results of the optimization
The here-under plot (Fig.10/b) shows the fitness assessements for each individual over 10 generations. The quotations are contained between 0 and 1 (0 is the worst individual). The green dotted line represents the quotation for the B05 wheel profile (which is the reference profile used on the majority of the Citadis® fleet). We can observe that at the first generation, several found wheel profiles are already better than the reference. At the 6th generation, the program builds a better profile by combination of the parameters from the other fittest wheels. This phenomenon is reproduced at the 10th generation where the quotation of 0.755 is reached.
3.3 Best solution from GA vs reference wheel

The following drawing compares the reference wheel profile to the best solution found by the program.

It can observed that the equivalent conicity of the best solution is quite higher than the reference at +/-3mm. We can also observe a better distribution of the contact points, in particular on the flange transition area.
On, the different plots here-above, we can observe that all criteria checked by the optimization program have been improved:

- **1a**: the lateral acceleration measured after the defect collision have been decreased by 75% on the floor of the leading car (from 0.35m/s² to 0.09m/s²)
- **1b**: the Y/Q coefficient with the best solution has been decreased by 15% (0.84 to 0.71)
- **1c**: the wear number has been decreased by 38% (from 2227 to 1376)
- **1d**: the lateral forces from the wheelset to the rail have been decreased by 9% (from 28519N to 25961N)

### 4. CONCLUDING REMARKS

In conclusion, the preliminary optimization, done only on 100 individuals over 10 generations gave interesting results. The dynamic behaviour, obtained with the found wheel profile, has been improved for all considered criteria, in particular the wear number. The tool seems to be able to build adapted wheel for any specific network by changing environment or models. The next step are the following:

- To integer other criteria in the assessment such as bogie stability or comfort
- To integer other constraints such as track quality in the environment
- To test the wheel profile found by the optimization in real condition and to confirm this conclusion.
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ABSTRACT
In the paper a model-based identification procedure will be introduced which has been elaborated at the Department of Railway Vehicles and Vehicle System Analysis of the BME. The goal was to assess the vertical dynamic forces acting in the wheel-rail contact, which forces – due to a hypothesis - could be able to drive forward the crack process of experienced on the wheel-tyre of the electro-locomotive type V43. The estimation of the vertical wheel-rail contact forces starts with the measuring of the axle-box vertical acceleration. Using dynamical simulation model the connection between the axle-box accelerations and the vertical wheel-rail forces is determined, and on the basis of this correlation the real vertical wheel-rail contact forces attacking the tyre can be estimated from the measured vertical axle-box accelerations. The statistical evaluation of the vertical forces is carried out for the sake of determining the role/effect of the dynamic vertical wheel/rail contact forces on the experienced occurrence of wheel-tyre cracks.

Keywords: model-based identification, dynamical simulation, acceleration measurements.

1. INTRODUCTION
In the operation of the electro-locomotive type V43 (see in Fig 1.) wheel-tyre cracks have been found by the maintenance personals. The BME was asked for doing research work in order to recognize and identify the possible causes of this safety relevant phenomenon. The cracks were always originated in the identification letters and figures on the side-planes of the tyre, which identification signs were made still in the course of producing the tyres (hopefully) in glowing state including certain notches. The notch type surface disturbance could be in itself a cause of emerging cracks, depending on the actual geometry (e.g. sharp groove bottoms) of the notch. At the same time the up-keeper firm initiated an investigation into the range of the dynamic vertical wheel/rail forces occurring due to the excitation effect of the track irregularities (unevennesses) [1].

The direct measurement of the vertical wheel/rail contact forces is very problematic, thus an indirect way has been followed. Basically there were two branches of the examinations. On the one hand, field tests were carried out to get full-scale information on the accelerations occurring on the un-sprung points of the bogie side-frame just over the axle-boxes when the locomotive runs at the maximum permitted speed in the course of scheduled Inter-City train operation. In this way it was possible to assess the dynamical responses in the locomotive in form of vertical acceleration processes caused by the excitation effects coming from the vertical interaction with track of given quality. On the other hand the vertical and pitching dynamical model of the electro-locomotive under examination has been elaborated. The model dynamical parameters were known, thus it was possible to carry out simulations by unified form track unevenness excitations, for determining the vertical axle-box acceleration processes and the dynamic vertical wheel/rail contact force processes [2],[3]. In this way it was possible,
to evaluate the functional relationship between the axle-box accelerations and the 
wheel/rail contact forces. On the basis of the so generated relationship, it was possible to 
process the really measured vertical axle-box accelerations, if they can be caused so 
high vertical wheel/rail forces that can initiate to drive the cracks from the mentioned 
notches coming from the identification numbers and letters on the side planes of the 
tyre.

Fig. 1 The electro-loco type V43                         Fig. 2 The crack appearing on tyre

2. VERTICAL WHEEL-SET FORCE ESTIMATION BASED UPON VERTICAL 
ACCELERATION MEASUREMENTS AND SIMULATION BY THE 
VERTICAL AND PITCHING DYNAMICAL MODEL OF THE LOCOMOTIVE

2.1 The axle-box acceleration measuring system
For the measuring of the vertical acceleration of the wheels the accelerometers were 
mounted on the un-sprung axle-connecting side-beam of the locomotive bogie over the 
axle-boxes. The position of the accelerometers on the bogie side-beam can be seen in 
Fig. 3. The little adapter, which gave easy possibility of installing the accelerometers is 
shown in Fig. 4.

Fig. 3 Places of the accelerometers to be mounted on the bogie frame.  Fig. 4 The accelerometer type SETRA and the adapter.

The scheme of the measuring system is shown in Fig 5. The power source for supplying both the Laptop PC and the data collector type SPIDER 8 was the accumulator of the locomotive. The four SETRA-type accelerometers were connected to the SPIDER-type data collector and the data collector passed on the measured signals to the computer. The sampling frequency of the acceleration measurements was 1200 Hz.
2.2 Determination of the travelling velocity

The computation of the travelling velocity was based on the info contained by the vertical acceleration signals measured over the axle boxes of the bogie. The axle-base \( l \) of the bogie was known as it is indicated in Fig 6. The measured peaks in the vertical acceleration caused by the track irregularities appear both at the front and rear axles of the bogie. The distance measured with time between the emergence of the characteristic (almost congruent) acceleration peaks in the acceleration signals taken from the front wheel and from the rear wheel is designated by \( \tau \) is inversely proportional to the loco's velocity \( v \), thus, after rearrangement: \( v = l / \tau \) (see Fig. 7).

3. EVALUATION OF THE ACCELERATION MEASUREMENT RESULTS CONCERNING THE 11 TRACK SECTIONS ASSIGNED

Continuous acceleration measurements were realized during the normal (scheduled) operation of the „Round IC” from Budapest to Budapest via Debrecen. The maximum velocity of the V43 loco was 100-120 km/h. The trip was divided 11 track sections, and the numbering of these sections is shown in the Table 1.

![Table 1](image)

Table 1 The track sections of the „Round IC”.

Between the adjacent track-sections covered there were short stops, when there was enough time to save the measured raw data, taken by using a sampling frequency 1200 Hz. During
of the measuring process the track quality was also subjectively noticed and manually recorded. The measuring results and the statistical evaluations of them for each track section can be seen in Fig. 8 below. In the sub-figures the speed-timing diagrams, the vertical axle-box acceleration vs. time diagrams of the four locomotive axles (in a common plot), and the relative frequency histograms of the vertical axle-box accelerations (in separate plots for the four axle) are shown. In the little tables there are the main statistical values: maxima, minima and dispersions. In the least (12th) box the summarization of these numerical statistical values is given.
Measured results, Track section: No.9

Measured results, Track section: No.10

Measured results, Track section: No.11

Statistics of the measured results

Fig. 8 Evaluation of the measurement results.

It can be seen in the diagrams, that where the vertical axle-box acceleration has lower maximum value and the relative frequency histogram of the vertical acceleration covers a narrower band, there the track quality is higher. The illustrated maximum and minimum values of the vertical axle-boxes accelerations represent the most disadvantageous dynamical interaction between the rails of the considered 11 track sections and the loco of type V43.

4. DYNAMICAL SIMULATION MODEL FOR DETERMINING THE WHEEL-SET FORCES BASED UPON ARTIFICIAL SHOCK-LIKE EXCITATIONS

To determine the maximum vertical force arising in the wheel-rail contact it is necessary to know the relationship between the measured axle-box vertical accelerations and the force in the question. Since the relationship in question depends on all the inertial, stiffness and dissipative features of the vehicle-track system, it is necessary to use a complex vehicle/track simulation model to determine the required characteristics. The elaborated complex vehicle/track dynamical model is shown in Fig 9.

Fig. 9 The combined dynamical model of electro-loco V43 and the track
This vertical in-plane dynamical model is of 18 degrees of freedom for the vehicle and further 4 degrees of freedom for describing the motion of track under the wheel-sets. The main question is the peaks of the vertical wheel-rail contact forces, which are mainly generated when the loco moving over the local track irregularity.

As it is described above, the applied singular excitation function \( h(s) \) depends on the longitudinal track coordinate \( s \) and there are three adjacent intervals on axis \( s \). The three intervals are as follows: \([s_0,s_b]\) where \( h(s) \) is increasing, \([s_b,s_k]\) over which \( h = h_0 \), and \([s_k,s_l]\) over which \( h(s) \) is decreasing down to zero. Over the three intervals the function \( h(s) \) is determined by the following relationships:

\[
\begin{align*}
[s_0, s_b]: h &= h_0 \left(1 - \cos \left(\pi \frac{s-s_0}{s_b-s_0}\right) / 2\right) \\
[s_b, s_k]: h &= h_0 \\
[s_k, s_l]: h &= h_0 \left(1 + \cos \left(\pi \frac{s-s_k}{s_l-s_k}\right) / 2\right)
\end{align*}
\]

The lengths of the above intervals are as follows: \( s_b-s_0=300 \text{ mm} \), \( s_k-s_b=50 \text{ mm} \), \( s_l-s_k=300 \text{ mm} \). To prepare the simulation the first step is to build up the motion equations of the examined nonlinear vehicle-track system in form of a set of ordinary differential equations. Let \( \mathbf{x} \) be the vector of the free coordinates, so the motion state vector \( \mathbf{Y} \) is composed by the following definition:

\[
\mathbf{Y} = \begin{bmatrix} \dot{\mathbf{x}} \\ \mathbf{x} \end{bmatrix}
\]

Based on this motion state vector the nonlinear differential equation-system of the dynamical model gets the following form:

\[
\dot{\mathbf{Y}} = A\mathbf{Y} + \mathbf{F}(t, \mathbf{Y}),
\]

where the \( \dot{\mathbf{Y}} \) derivative defines the so called direction-field, \( A \) is the matrix of the linear part of the differential equation-system while \( \mathbf{F}(t, \mathbf{Y}) \) represents the nonlinear part and contains also the outer time dependent excitation acting on the system in normal operation, travelling along the track at a constant velocity \( v \). For getting a unique solution, it is necessary yet to prescribe the initial condition vector \( \mathbf{Y}_0 \) belonging to the initial time instant \( t_0 \) of the simulation:

\[
\mathbf{Y}_0 = \mathbf{Y}(t_0).
\]

The computer program was elaborated direct for the sake of the above dynamical investigations in MATLAB environment.
5. DETERMINATION OF THE CORRELATIVE CONNECTION BETWEEN THE SIMULATED MAXIMUM VERTICAL WHEEL-SET FORCES AND THE MAXIMUM VERTICAL WHEEL-SET ACCELERATIONS

The results of the dynamical simulations are shown in Figure-sets 11 and 12 below. In the set of figures the vertical axle-box accelerations are shown as function of the time, during the time period when the loco is running over the above introduced artificial local excitation. In Figure-set 11 the diagrams belong to travelling speed 100 km/h, while in Figure-set 12 the results belong to travelling speed 120 km/h.

![Simulations results: V = 100 km/h, h₀ = 0.75 mm](image1)

![Simulations results: V = 100 km/h, h₀ = 1.5 mm](image2)

![Simulations results: V = 100 km/h, h₀ = 2.0 mm](image3)

![Simulations results: V = 100 km/h, h₀ = 2.6 mm](image4)

![Simulations results: V = 100 km/h, h₀ = 3.0 mm](image5)

![Simulations results: V = 100 km/h, h₀ = 3.5 mm](image6)

![Simulations results: V = 100 km/h, h₀ = 4.0 mm](image7)

![Simulations results: V = 100 km/h, h₀ = 4.5 mm](image8)

Figure-set 11  Vertical axle-box acceleration and wheel/wheelset force variations with time. Simulation results for travelling speed 100 km/h

In the Figure-set one can observe an asymmetry in the shape of the acceleration vs. time functions when the loco-wheels are vertically moving upwards (lifting, dh/ds > 0) to the medium located constant level (dh/ds = 0) or moving downwards (descant, dh/ds < 0)
from the medium located constant level of the local excitation function $h(s)$. The acceleration peaks belonging to lifting are (in absolute value) always greater than the peaks of belonging the motion phase of descants.

In the cases of higher speeds $v$ or higher excitation levels $h_0$ it sometimes occurs that the wheel tread vertically leaves the railhead (separation is from some microns to maximum 1 mm) for some instants. The mentioned phenomenon in itself cannot cause derailment, because the time span of the separation is very-very little (much more less than the height of the flange) and of short duration. Thus there is not enough lifting off and time for the occurrence of derailment.

**Simulations results:**
- $V = 120$ km/h, $h_0 = 0.75$ mm
- $V = 120$ km/h, $h_0 = 1.5$ mm
- $V = 120$ km/h, $h_0 = 2.0$ mm
- $V = 120$ km/h, $h_0 = 2.6$ mm
- $V = 120$ km/h, $h_0 = 3.0$ mm
- $V = 120$ km/h, $h_0 = 3.5$ mm
- $V = 120$ km/h, $h_0 = 4.0$ mm
- $V = 120$ km/h, $h_0 = 4.5$ mm

**Figure-set 12** Vertical axle-box acceleration and wheel/wheelset force variations with time. Simulation results for travelling speed 120 km/h
6. DISCUSSION OF THE OCCURRENCE PROBABILITY OF THE MAXIMUM VERTICAL WHEEL-LOAD LEVELS IN LOCOMOTIVE OPERATION ON THE MEASURED TRACK SECTIONS

The simulation results contain the vertical axle-box acceleration peak values and also the peak values of the wheel-rail vertical connection forces belonging to each other. On the basis of these results the relationship between the maximum vertical wheel-set forces and the maximum axle box accelerations was evaluated. In Fig. 13 in the left upper corner the mentioned relationship is shown for the case of 120 km/h travelling speed, while in the right upper corner the relationship in question can be seen for the case of 100 km/h travelling speed. In the left bottom corner the diagrams are represented in a common coordinate system. Since the two diagrams are almost congruent with each other, it was reasonable to evaluate the relationship by a common regression line fitting on the united point set in the sense of least squares. In the right bottom corner this common regression line is shown. In the last mentioned figure the range belonging to the measured maximum acceleration amplitude is also visualized.

![Fig. 13 Relationship between the peak values of the vertical wheel-set forces and the maximum axle box accelerations](image)

Taking into consideration the maximum and minimum values of the dynamical wheel forces and using the Hertz-method the maximum values of the contact pressure over the contact patch are computed, and the maximum of tensile stress at the border of the contact ellipse is also determined. These results are shown in Fig. 14.

Taking into the consideration the dynamical contact tensions caused by the dynamical wheel forces the high level of the Hertz-type vertical compressive stresses (practically as the stress-state of the hydrostatic pressure without shearing) do not mean the critical condition for evolving wheel cracks. The yielding limit of the material of the wheel-tyre is in the interval of 460...600 MPa. Likewise, the $\sigma = 0.133 \sigma_H$ tensile stress caused by the
dynamical wheel forces is not a sufficient driving effect for the occurrence of tangential cracks, because as it can be seen in Fig. 14 it does not emerge such excitation level, from which the resulting stress exceeds the yielding limit. In short: the maximum of the tangential stresses remain under the yielding limit. It is also known that in the case of dynamically applied loads one can reckon with 1,3...1,5 times increase in yielding limit in comparison with the static case.

![Fig. 14 Results of the stress-analysis.](image)

Based on the above, it can be stated that the dynamical wheel forces cannot be the reason of the damage to the running surface of the wheel. Because moving away from the running surface in radial direction at a depth of 7...10 mm inward the tangential components of the tensile stress vanished, so these do not play an essential role in driving the cracks started from the marks bashed into the wheel-tyre.

**Track acceleration extrema**

The statistical processing of the results of acceleration measurements pointed out, that the maximum of acceleration peak values during operation are under the level 15 g at a probability 99.998%. Very rarely there are higher acceleration peaks (maximum 40 g), but the time intervals of belonging to these peaks are extremely short. According to this fact, taking into consideration that the geometrical probability of overlapping of the potential position of the crack appearance and the occurrence of acceleration peak values of 15 g ...40 g is less than 0.01 the combined probability is very small, equal to $2 \times 10^{-7}$.

Number of acceleration peak occurrences on different track sections is shown in Table 2. Extrema of acceleration qualify the tracks.

<table>
<thead>
<tr>
<th>No.</th>
<th>Track section</th>
<th>km</th>
<th>15-20 g</th>
<th>20-25 g</th>
<th>25-30 g</th>
<th>&gt;30 g</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bp.Kereti Pu.–Fővásárbány</td>
<td>125</td>
<td>35</td>
<td>14</td>
<td>4</td>
<td>3</td>
<td>Bad track</td>
</tr>
<tr>
<td>2</td>
<td>Fővásárbány–Miskolc TI.Pu.</td>
<td>57</td>
<td>38</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>Bad track</td>
</tr>
<tr>
<td>3</td>
<td>Miskolc TI.Pu.–Szerencs</td>
<td>38</td>
<td>11</td>
<td>11</td>
<td>2</td>
<td>0</td>
<td>Bad track</td>
</tr>
<tr>
<td>4</td>
<td>Szerencs – Újvár</td>
<td>18</td>
<td>5</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>Bad track</td>
</tr>
<tr>
<td>5</td>
<td>Újvár – Nyíregyháza</td>
<td>23</td>
<td>9</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>Good track</td>
</tr>
<tr>
<td>6</td>
<td>Nyíregyháza – Debrecen</td>
<td>49</td>
<td>31</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>Good track</td>
</tr>
<tr>
<td>7</td>
<td>Debrecen - Hajdú-Szabolcs</td>
<td>20</td>
<td>21</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>Poor track</td>
</tr>
<tr>
<td>8</td>
<td>Hajdú-Szabolcs – Pásztói</td>
<td>34</td>
<td>29</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>Good track</td>
</tr>
<tr>
<td>9</td>
<td>Pásztói–Sádolnok</td>
<td>77</td>
<td>25</td>
<td>14</td>
<td>9</td>
<td>0</td>
<td>Good track</td>
</tr>
<tr>
<td>10</td>
<td>Sádolnok – Cegléd</td>
<td>27</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Very good track</td>
</tr>
<tr>
<td>11</td>
<td>Cegléd–Bp.Nyugati Pu.</td>
<td>73</td>
<td>13</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>Good track</td>
</tr>
</tbody>
</table>

Table 2  Number of acceleration peak occurrences on different track sections.
7. CONCLUDING REMARKS

Based on the measurement results concerning the vertical axle-box accelerations realized on different track sections and the results of the dynamical simulation carried out the following statements can be made:

- The geometrical probability $p$ that the critical section (the location of the ID number, made in glowing state of the wheel-tyre) of the wheel periphery comes into contact with the rail-head is small: $p<0.01$.
- The probability of that case that the contact point falls in the critical section and at the same time the acceleration is between values 15g and 40g is extremely small: $q \approx 2 \cdot 10^{-7}$.
- Furthermore at vertical axle-box acceleration 40g the dynamical stresses are under the dynamical yielding stress limit 598…780 MPa of the wheel-tyre material.
- The Hertz-type horizontal compressive stresses in the centre point of the contact cannot be the reason of emerging crack at the wheel-tread.
- The tangential tensile stresses emerging at the border of the contact area cannot be a reason of emerging crack of the wheel-tread.
- The reason occurring crack in the tyre is rather the anomaly of stress carrying capacity at the bottom of the groove (the groove of the ID marks of the tyre-side), which is established during the non-proper process of the applied warm-technologies of the tyre manufacturing.
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ABSTRACT
A creep control procedure to avoid macroscopic sliding at the rail/wheel contact due to excessive braking torque application is elaborated. Macroscopic sliding can lead to wheel flattening and to a considerable decrease in the force that can be transmitted from the rail to the wheel, in short: the braking force is also decreased. In this study, the model presented at VSDIA 2016 is extended. Firstly, the vertical springing and damping connections of the rigid bodies in the vehicle model are included, and excitation by vertical track irregularities is introduced into the dynamical system through linearized (Hertzean) vertical contact spring/damper elements. The second innovation is modelling of the measurement disturbences always present in the measured feedback signals determining the controlled friction torque. Longitudinal creep is controlled, i.e. the creep is held in the close neighbourhood of a prescribed creepage-value. The control system ensures that in the presence of disturbances, the braking torques acting on the wheel-sets vary such that the time function of the creepage at each wheel always returns to the prescribed value, i.e. the resultant control process is asymptotically stable.

Keywords: feedback control, creepage, rolling contact, vehicle dynamics, track excitation, simulation, noisy measurement, optimum gain

1. INTRODUCTION
When developing braking systems it is important to improve the anti-skid devices to avoid macroscopic wheel sliding under poor adhesion conditions. In most approaches it is crucial to have information on the creep-dependent force connection coefficient (fcc) defined by the ratio: \( \mu = \frac{F_t}{F_n} \), i.e. the ratio of the tangential \( F_t \) and normal \( F_n \) forces acting upon the wheel/rail contact surface either in a deterministic or a stochastic scheme. In our approach the magnitude of the braking torque is determined from the measured longitudinal acceleration and velocity and the measured angular acceleration and angular velocity of the wheels, to control the torque acting upon the wheel. The measured values of the relative displacement and speed of the wheel and the bogie-frame are also needed. The method using the principle of „Inverse Dynamics“ does not need the fcc function, but is able to ensure stable return to the pre-scribed creepage in the presence of disturbing effects. This method is called a „creep control“ procedure, and it was introduced in our VSDIA 2016 paper for a four-axle locomotive/train model. In this study the former dynamical model has been extended by including the track excitation and the vertical and pitching vibration responses of the wheels, bogies and the loco superstructure. Furthermore all measured quantities determining the controlled variable have been disturbed by measurement noise processes.

2. CREEP-CONTROL
The longitudinal creepage arising during rolling contact is in a variable stochastic relationship with the force transmitting fcc property of the rolling wheel. If a small and
constant creepage can be maintained during braking, it can be anticipated that the macroscopic sliding and the wheel flattening can be avoided. The principle of „Inverse Dynamics” will be introduced, in the course of which a stable linear creep-control system is achieved. The method does not require the explicit knowledge of the fcc. First an elementary system of 3 DoF will be treated by creep-control, then the method will be applied for all the four braked wheel-sets of a vertically sprung locomotive pulling a non-braked train. The extended dynamical system is excited by the controlled braking force and by vertical track irregularities. The motion equations of the excited dynamical system will be numerically solved in the time domain to show the stability of the control process under the effect of the track excitation and measurement noise.

3. SIMPLIFIED ELEMENTARY MODEL

Dynamical model of a braked wheel-set with its longitudinally guided elastic/dissipative connection to a mass representing the bogie is shown in Fig. 1. The equations of motion are:

1. Wheel-set rotation:
\[ \theta \ddot{\phi} = -F_n \mu (v) R - M_e (\dot{\phi}) - M_f (t) \]

2. Wheel-set translation:
\[ m \ddot{x} = F_n \mu (v) + s(x_s - x) + d(x_s - \dot{x}) \]

3. Bogie translation:
\[ m_s \ddot{x}_s = -s(x_s - x) - d(x_s - \dot{x}) - C \dot{x}_s^2 \]

In explicit form:
\[ \ddot{\phi} = \frac{1}{\theta} (-F_n \mu (v) R - M_e (\dot{\phi}) - M_f (t)) \]
\[ \ddot{x} = \frac{1}{m} (F_n \mu (v) + s(x_s - x) + d(x_s - \dot{x})) \]
\[ \ddot{x}_s = \frac{1}{m_s} (-s(x_s - x) - d(x_s - \dot{x}) - C \dot{x}_s^2) \]

For non-zero velocities (\( \dot{x} \neq 0 \)) the longitudinal creepage \( v \) is defined as follows:
\[ v = \frac{R \omega - \dot{x}}{\dot{x}} \]

The force connection coefficient (fcc) is defined as the ratio of the wheel-tread creep-force \( F_f < 0 \) when braking, and the wheel load \( F_n > 0 \):
\[ \mu = \frac{F_f}{F_n} \]

In accordance with the theory and experience, the force connection coefficient \( \mu \) is creep-dependent and when braking, the sign of \( \mu \) is negative:
As it can be seen the maximum tractive effect can be exerted at $v_0$, whilst the maximum braking effect can be exerted at $-v_0$. The creepage span $[-v_0, v_0]$ is called the interval of micro sliding on the wheel/rail contact spot. Our aim is to maintain the prescribed creepage $v^* < 0$ by the creep control process.

2. CREEP-CONTROL

2.1 Introductory remarks

The longitudinal creepage arising in the course of rolling contact is in a variable stochastic relationship with the force transmitting property $f_{fc}$ of the rolling wheel. If a small and constant creepage can be maintained during braking, then it can be anticipated that macroscopic sliding and wheel flattening can be avoided. The principle of „Inverse Dynamics” will be introduced, in the course of which an always stable linear creep-control system is achieved, and the method does not require the explicit knowledge of the $f_{fc}$. First, an elementary system of 3 DoF will be treated by creep-control, then the method will be applied for all the four braked wheel-sets of a vertically sprung locomotive, pulling a non-braked train. The extended dynamical system is excited by the controlled braking force and by vertical track irregularities. The motion equations of the excited dynamical system will be solved numerically in the time domain to show the stability of the control process under track excitation and in the continuous presence of measurement noise in the feed-backs.

The objective of the creep-control is to maintain the prescribed constant creepage value $v^*$ during stop braking, thus the task is to determine the appropriate variation with time of the braking torque $M_b(t)$ to be exerted.

In order of determine the appropriate $M_b(t)$ function, consider first the deviation $\Delta \nu(t)$ of the actual creepage $\nu(t)$ from the prescribed $\nu^*$ value, in formula: $\Delta \nu(t) = \nu(t) - \nu^*$.

To achieve the control objective, consider the derivative of creep deviation function $\Delta \nu(t)$ with respect to time, taking into consideration, that $\nu^*$ is constant, thus:

$$\frac{d}{dt} \Delta \nu(t) = \dot{\nu}(t) = \frac{d}{dt} \left( \frac{R\ddot{\phi} - \ddot{x}}{x} \right) = \frac{(R\ddot{\phi} - \ddot{x})\dot{x} - (R\ddot{\phi} - \ddot{x})\dddot{x}}{x^2} = \frac{R\dddot{\phi} - R\ddot{\phi}}{x}$$

From motion equation No 2, written for the wheel's longitudinal translation, the longitudinal force $F_f$ arising on the wheel/rail contact area (the braking force) when braking torque $M_b(t)$ is applied on the wheel can easily be expressed:
\[ F_f = F_n \mu(v) = m\ddot{x} - s(x_s - x) - d(\dot{x}_s - \dot{x}) \]

From the last equation it can be seen that knowing \( \ddot{x}, \dot{x}, x, x_s \) and \( x_s \) the braking force can be determined without knowing the explicit value of the creep dependent fcc function \( \mu(v) \). In other words it turns out that the value of the fcc is reflected in the motion characterising quantities of the system, thus it is not necessary to get direct information on the fcc to realise the control process if the motion state characteristic quantities \( \ddot{x}, \dot{x}, \phi, \dot{\phi}, x_s - \dot{x} \) and \( x_s - x \) can continuously be measured. It is a direct consequence of the above that in equation No 1 for the rotatory motion of the wheel, fcc can be eliminated by substituting the known motion state characteristic values. The first step is to express the angular acceleration of the wheel in form:

\[ \ddot{\phi} = \frac{1}{\Theta} \left[ (-m\ddot{x} + s(x_s - x) + d(\dot{x}_s - \dot{x}))R - M_e(\phi) - M_f(t) \right] \]

If one substitutes the above expression for the angular acceleration into the formula for the creep-derivative, then one can vary the braking torque \( M_f(t) \) with time to ensure stable control of the longitudinal creepage, by which stability of the prescribed creepage \( \nu^* \) can also be maintained in the case when other disturbances temporarily force the longitudinal creepage to deviate from the prescribed (commanded) value \( \nu^* \).

The creep-derivative deduced above now takes the following form [2]:

\[ \frac{d\nu}{dt} = \frac{R\ddot{\phi}}{\dot{x}^2} - \frac{R\ddot{\phi}}{x^2} \dot{x} = \frac{R}{\Theta} \left[ (-m\ddot{x} + s(x_s - x) + d(\dot{x}_s - \dot{x}))R - M_e(\phi) - M_f(t) \right] - \frac{R\ddot{\phi}}{x^2} \dot{x}. \]

With some imagination it can be recognised that if the braking torque has the variation with time

\[ M_f(t) = \frac{R\dot{x}\theta K}{\dot{x}} \Delta \nu - M_e(\phi) - \left( R + \frac{\theta \dot{\phi}}{m\ddot{x}} \right) \ddot{x} + sR(x_s - x) + d(\dot{x}_s - \dot{x}), \]

then the whole right hand side part of the expression for the creep-derivative takes the following very simple and useful form [2]:

\[ \frac{d\Delta \nu(t)}{dt} = -K \Delta \nu(t) \quad \text{or} \quad \frac{d\Delta \nu(t)}{dt} + K \Delta \nu(t) = 0, \text{ for any } t \in I. \]

Here \( I \) stands for the time interval of the analysis. Since the initial value problem of the resulting first order ordinary differential equation can always be solved for any initial value being not too far from the origin, and the solution is always stable, the appropriate brake torque variation \( M_f(t) \) based on the time dependent and measured motion state characteristics \( \ddot{x}, \dot{x}, \phi, \dot{\phi}, x_s - \dot{x} \) and \( x_s - x \) the intended stopping brake process with constant deceleration can be successfully realised. The logical flow-chart of the control process for a single wheel-set (One of the four braked wheel-sets) is plotted in Fig. 3.
3. SYSTEM MODEL FOR THE TRAIN CONTROL ANALYSES

3.1 The original model version for longitudinal dynamics
The original vehicle system model, which only models the longitudinal dynamics [2] is shown in Fig. 4. The total number of degrees of freedom of the model is 11+1=12.

3.1 The extended model for longitudinal, vertical and pitching dynamics
The extended model is shown in Fig. 5. There are two characteristic changes in this extended model, namely the vertical linear elastic and dissipative Hertzian-contact at the wheel/rail contact spots, and the vertical linear elastic and dissipative primary
suspensions, which connect the axle boxes and the bogie frames, as well as the vertical linear elastic and dissipative secondary suspension elements which connect the bogies and the locomotive-body. Thus, the number of the free coordinates – degrees of freedom of the system – has increased from the original version. DoF = 21+1 = 22.

Fig. 5 The extended model to be controlled for constant creepage at the wheel/rail contact while braking of the train at a prescribed constant deceleration and in the presence of disturbances due to the track unevenness

3.3 Disturbances of the control process due to track excitation of the system

It is obvious that due to the elastic and dissipative suspension elements both the bogies and the locomotive-body as rigid bodies can undergo both vertical and pitching motions (vibrations) in the vertical plane. The vertical motion of the wheel-sets and the vertical and pitching motion of the bogies and the locomotive-body are excited by the rail surface irregularities at the wheel/rail contact spots in the course of the motion of the train system. The effect of the geometric irregularity excitation is given by the rail profile function \( g(x) \). The lower point of the Hertzian spring/damper elements at the wheel/rail contact spots follow the track profile during the whole braking process. It is a consequence of the track unevenness excitation that the vertical wheel supporting forces transmitted by the Hertzian elements will vary in the course of the braking process, which obviously also disturbs the rotating motion of the wheel-sets and gives perturbations to the control process. All the same, each wheel-set of the locomotive is controlled by its own braking moment exertion \( M_{fi}(t), i=1,2,3,4 \) determined by applying the same control process shown in Fig. 3. The prescribed (commanded) creepage \( \nu^* \) is the same for all the four wheel-sets.

3. Disturbances of the control process due to measurement noise in the feedbacks

In this study we intended to also get information on the system behaviour in the presence of disturbances in the measured quantities which are fed back to the controller when generating the controlled brake torque. To this end all the fed back components to be realized by measurements in the real control system should be loaded with a certain disturbing signal. As a first approach to the problem, small amplitude, constant frequency
sinewave signals were added to all the feedback signals at the input side of the controller. More exactly, the amplitudes of the disturbances were selected as $x\%$ of the time dependent values in the feedback loops, with values of 2.5% and 5% selected. The frequency of the sinewave disturbing signal was $f = 7$ Hz, with phase angles of random values from the interval $[-\pi, \pi]$. Some results of the simulated time functions of the decisive importance for the control system will be shown in diagrams in Chapter 5.

4. THE SYSTEM EQUATIONS

The strongly non-linear, implicit set of the system equations, which take into consideration the non-linearities of the wheel/rail contacts (the non-linear $f_{cc}$), the journal friction torques, the air drag and the feedback motion state dependent braking torques can be formulated for the unknown motion state vector $x(t)$ as follows:

$$F(\dot{x}(t), x(t)) = 0, \text{ for any } t \in I,$$

where in accordance with Fig. 5, the 44-dimensional motion state vector $x$ has the following co-ordinates:

$$x = [\dot{x}_1, \dot{x}_2, \dot{x}_3, \dot{x}_4, \dot{x}_5, \dot{x}_6, \dot{x}_7, \dot{x}_8, \dot{x}_9, \dot{x}_{10}, \dot{x}_{11}, \dot{x}_{12}, \dot{x}_{13}, \dot{x}_{14}, \dot{x}_{15}, \dot{x}_{16}, \dot{x}_{17}, \dot{x}_{18}, \dot{x}_{19}, \dot{x}_{20}, \dot{x}_{21}, \dot{x}_{22}, \dot{x}_{23}, \dot{x}_{24}, \dot{x}_{25}, \dot{x}_{26}, \dot{x}_{27}, \dot{x}_{28}, \dot{x}_{29}, \dot{x}_{30}, \dot{x}_{31}, \dot{x}_{32}, \dot{x}_{33}, \dot{x}_{34}, \dot{x}_{35}, \dot{x}_{36}, \dot{x}_{37}, \dot{x}_{38}, \dot{x}_{39}, \dot{x}_{40}, \dot{x}_{41}, \dot{x}_{42}, \dot{x}_{43}, \dot{x}_{44}] \in \mathbb{R}^{44}$$

For a prescribed initial time instant $t_0$ the state vector should take a prescribed vector value: $x(t_0) = x_0 \in \mathbb{R}^{44}$. The initial-value problem formulated was solved numerically. The actual structure of function $F$ is determined by the motion equations written for 22 motion forms, and also contains the feedback rules, formulated above in the form of the motion-state dependent braking torques. The relative difficulty of treating this initial value-problem for the implicit differential equation system is avoided by an approximation method. The motion state dependent braking torque input to the set of motion equations at time instant $t_i$ is computed by using the motion state values for the previous time instant $t_{i-1}$ of the simulation. For small time steps in the simulation this approximation proved to be valid. Thus, the numerical solution procedure works in a two tact operation mode:

1. Computation of $M_f$ at $t_{i-1}$, designated by $M_f(t_{i-1})$.
2. Computation of all the accelerations at $t_i$ using $M_f(t_{i-1})$.

5. SIMULATION RESULTS

The differential equation system of the train model consisting of 22 free co-ordinates was solved numerically by using the approximation. The train runs on vertically periodic rail surfaces of 6 m wavelength and 1mm amplitude. The creep-controlled stop braking process was analysed with an initial velocity of $v_0 = 30$ km/h. The mass of the loco was 80 t and that of the trailer vehicle was 25 t. Only the loco was braked. The intended train deceleration was $a_v = -1$ m/s$^2$. The prescribed creepage computed based on this deceleration was $v^* = -0.0026$. The simulation program was written in MATLAB.

5.1 The controlled braking torques applied on the wheel-sets

The controlled braking torques acting on the four wheel-sets for the stop braking process for gain factor $K = 10000$ are shown in Fig. 6.
The controlled braking torques acting on the four wheel-sets for gain factor $K = 75000$ are shown in Fig. 7. The increased gain factor is disadvantageous, because the harmonic content in the transition interval shows higher amplitudes.

In Fig. 8 the controlled creepages vs. time functions are shown in case of gain factor $K = 10000$. In Fig. 9 the controlled creepages vs. time function is plotted for the case of gain factor $K = 75000$. It is clear that in this case the control target achieved faster, which is in accordance with the expectations.
Fig. 8 The controlled creepages vs. time in case of gain factor $K = 10000$

Fig. 9 The controlled creepages vs. time in case of gain factor $K = 75000$

Figs. 10 and 11 show the case when parallel to the track excitation the feed-backs were sinusoidally disturbed by 5% amplitudes of the actual motion signals which the controlled brake torques depend on.

Fig. 10 The controlled creepages, $K=10000$ with disturbed feed-backs were sinusoidal inaccuracy functions with frequency 7 Hz and amplitude, 5% of the actual accurate values.
6. CONCLUSIONS

The following conclusions can be drawn from the investigations described above:

- Creep-control based on the principle of “inverse dynamics” gives a stable solution for the stop-braking with constant deceleration, and provides steps towards the development of a novel antiskid-device.

- The dynamical model with the Hertzian springs and dampers also works reliably on tracks loaded with vertical irregularities, thus the vertical and pitching vibrations excited by track irregularities don’t hinder the operation of the creep control system.

- The parameter sensitivity analysis for the gain factor K showed that smooth operation needs lower values, while the fast reaction requires higher values. A medium solution K=50000 could balance the contradictory demands.

- The parameter sensitivity analysis for measurement errors and noise showed that even if all the five feedbacks in the control processes are loaded by a sinusoidal signal error of 5% amplitude in the instantaneous signal levels the control system did not lose its stability.

- The development of system models for braking torque applied both electrically and by friction is the target of further research.

- The sensor system to be used in a real control system also needs detailed research.
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ABSTRACT
In this article simplistic mechanical models of the disc brake system are set up by considering only a few degree of freedom of the system, but incorporating non-linear effects such as the friction characteristics between brake pad and disc. Disc brake vibrations generate structural vibrations, as well as air-born noise and thereby affect ride comfort of passengers, as well as wear and durability of the brake components, and not least have a contribution to the noise emission of the vehicle. From this follows, that it is essential to avoid or more realistically at least attenuate railway brake noise and vibration. Many publications demonstrate that the vibration and noise of frictional brake systems is basically a self-induced vibration, which can be described as an un-stability of the equilibrium state of the system. The instability of the system is generally explained by the falling characteristic of the friction coefficient vs sliding velocity however it is also known that self-induced mechanical vibrations can occur even with constant coefficient of friction. Experiments and everyday observations show that sometimes disc brake vibration of in service vehicles appear and disappear seemingly in a random way during operation, therefore the phenomenon must be more complex and nonlinear. The approach of this investigation is to keep the model degree of freedom small, but reproduce some nonlinear effects, in order to gain better understanding of the emergence of disc brake vibration, and develop strategies for its avoidance.

The influence of the brake console stiffness and damping, and as an option, the application of additional linear damping is examined e.g. by the analysis of limit-cycle oscillations.

Keywords: disc-brake, vibration, damping, stability

1. INTRODUCTION
From point of view of the environmental pollution the railway sector is better positioned, than many other transport modes, except when it comes to the question of noise emission. Noise emission of railways is getting a basic issue, which cannot be dismissed any more, because concerns about noise quite often build up an obstacle for railway development projects, especially in dense populated urban regions. The sources of railway noise are more or less well known: machine noise, rolling noise and aerodynamic noise, however their mitigation is not trivial at all. Braking noise is naturally classified as machine noise, which have a dominating contribution to the entire railway noise emission in the lower velocity range, generally below 50 km/h vehicle velocity. Some braking noise is probably unavoidable, but its level shall be reduced as far as possible.

2. THE OBJECT OF THE INVESTIGATION
The Hungarian railway manufacturer Ganz Motor Kft. (earlier Ganz Hunslet Zrt.) has developed a family of railway bogies called GH-250, which is a well-established long standing and not least silent bogie series [1]. This examination focuses on an earlier development stage subtype of the bogie family, which represents a now days outdated subversion.
The bogie has two a level suspension: the primary suspension is a duplex steel coil spring, while the secondary suspension consists of coil springs and rubber sandwich springs stacked above each other. Vertical primary and secondary hydraulic dampers are built in as well. The wheelset guidance is realised by rigid wheelset link, which is connected to the bogie frame by rubber bushings. The bogie is equipped with a disc-brake system containing two brake-discs on each wheelset-axle, see Fig. 1 and 2.

![Fig. 1 Side elevation of the bogie under investigation](image)

![Fig. 2 Disc brake-unit components](image)

The brake pad is of type Becorit 918, having an organic material. The measured data of the brake pad friction coefficient are taken from the research report by Zobory [2]. A nonlinear, sliding velocity-dependent friction model has been fitted to the measured values based on to the following $\mu(v_s)$ friction coefficient vs sliding velocity function:

$$\mu(v_s) = \mu_s + \frac{\mu_k - \mu_s}{1 + \lambda |v_s|}$$

where the parameters are: $\mu_s$ static friction coefficient, $\mu_k$ kinetic friction coefficient, and $\lambda$ is a parameter influencing the initial slope. The friction coefficient characteristics and its derivative by the $v_s$ sliding velocity are plotted in Fig. 3.
Simplistic lumped parameter dynamical models of the disc brake system were set up by considering only a few degrees of freedom of the system, but incorporating non-linear effects such as the friction characteristics between brake pad and disc. Several researchers adopted for the description of the brake vibration the so called “stick-slip model”, which can be found in mechanics textbooks as well.

### 3.1 One degree of freedom – stick-slip model

The stick-slip phenomena is an active research field in tribology, in development of cutting machines, but also in the precision control of actuators, see e.g. [3]. This basic model consists of a linear spring of stiffness $s$, a linear damper of damping coefficient $d$, a single rigid body of mass $m$, and a frictional contact pair between the rigid body (brake pad) and an other body (here the brake-disc) moving at constant circumferential velocity $v_d$. The non-linear tangential friction force is denoted by $F_f(v_s)$ see Fig. 4. The well-known differential equation of the system motion reads as

$$m\ddot{z} = -sz - d\dot{z} + F_f(v_s),$$

where the sliding velocity can be expressed as $v_s = v_d - \dot{z}$. In the equilibrium state $\ddot{z} = \dot{z} = 0$, therefore the equilibrium position is $z_0 = \frac{F_f(v_d)}{s}$. By introducing a new variable $q = z - z_0$, which measures the displacement relative to the equilibrium position, we get to a new non-linear ordinary differential equation:
\[ \dot{q} = -\frac{d}{m} \dot{q} - \frac{1}{m} F_f(v_s) - \frac{s}{m} q = F(q, \dot{q}) \]

The characteristic surface \( F(q, \dot{q}) \) in the non-linear differential equation can be expanded into Taylor-series at the stationary point. After neglecting the second and higher order terms, the \( F(q, \dot{q}) \) surface is actually replaced by its tangent plane in close proximity of the stationary point. If the new linearized model appears to be stable, then this stability holds for the original non-linear model as well, according to Poincaré’s axiom on this matter. Of course this is only valid until the system does not move far away from the stationary point, and do not reach some strong non-linearity, i.e. in our particular case until \( \dot{q} < v_d \) or practically, rather \( \dot{q} \ll v_d \), which means that the validity of the linearized model vanishes at least when sticking occurs.

**Fig. 4. Stick-slip model**

Thus, the linearized differential equation can be written as follows:

\[
m\ddot{q} + \left( d + \frac{dF_f(v_s)}{dv_s}\bigg|_{v_s=v_d} \right) \dot{q} + s q = 0,
\]

where the term designated by \( \eta \) represents the resultant linearized damping of the system, containing damping effect due to the slope of the friction force as well. The latter slope can take also negative value. The condition of the dynamical stability of the system at equilibrium can be formulated in terms of the damping ratio:

\[
D = \frac{\eta}{\eta_{cr}} = \frac{\eta}{2\sqrt{\frac{m}{s\omega_0}}} = \frac{\eta}{2m\omega_0} > 0,
\]

where \( \eta_{cr} \) is the critical damping and \( \omega_0 \) is the eigen angular frequency of the undamped dynamical system. The stability criterion can be expressed in several equivalent ways:

\[
D > 0, \text{ or } \eta > 0, \text{ or furthermore}
\]

\[
d > d_{limit} = -\frac{dF_f(v_s)}{dv_s}\bigg|_{v_s=v_d} = -2 F_n \frac{d\mu(v_s)}{dv_s}\bigg|_{v_s=v_d} = -2 p_c A_c (\eta_b/i) \mu'(v_d),
\]

where the normal force \( F_n = 2p_c A_c k \eta_b \), is expressed as a product of the brake cylinder pressure \( p_c \), the brake piston surface \( A_c \), the arm-ratio \( i \) and efficiency of \( \eta_b \) of the brake caliper.
Phase portrait for different damping ratios are given in Fig. 5. In case of the bogie under investigation the nominal normal force was \( F_n = 15.6 \text{kN} \), thus for the minimal necessary damping we get the value \( d_{\text{limit}} = 1 \text{kNs/m} \).

Some preliminary conclusions can be drawn from this model:

- The stability of undamped systems \( (d = 0) \) only depends on friction coefficient characteristics \( \mu(v_s) \) of the brake pad material, provided that the normal force is constant,
- By applying sufficiently high damping \( (d > d_{\text{limit}}) \), the friction induced self-excited (auto-excited) vibrations could be eliminated,
- The smaller the normal force, the lower is the necessary damping \( d_{\text{limit}} \).

Some preliminary conclusions can be drawn from this model:

- The stability of undamped systems \( (d = 0) \) only depends on friction coefficient characteristics \( \mu(v_s) \) of the brake pad material, provided that the normal force is constant,
- By applying sufficiently high damping \( (d > d_{\text{limit}}) \), the friction induced self-excited (auto-excited) vibrations could be eliminated,
- The smaller the normal force, the lower is the necessary damping \( d_{\text{limit}} \).

3.2 Model for bogie frame pitch motion – 1 dof

In this model we consider only one degree of freedom, namely the pitch motion \( \theta_f \) of the bogie frame. Moment of inertia \( J_f \) of the bogie frame and the mass of the brake unit \( m_b \) including the brake suspension link are summed up into the mass \( m_1 \) in the equivalent single degree of freedom model, see Fig. 6. Primary and secondary springs and dampers are also concentrated into one spring and one damper, with coefficients \( s_1 \) and \( d_1 \) respectively, see also Fig. 11 for geometrical notations. The pitching motion equation of the bogie reads as

\[
(J_f + 4m_b) \ddot{\theta}_f = -4a^2 s_p \dot{\theta}_f - 4a^2 d_p \dot{\theta}_f - 4c^2 \frac{s_{s_1} \cdot s_{s_2}}{s_{s_1} + s_{s_2}} \ddot{\theta}_f + 4bF_f(v_s).
\]

Introducing the relationship \( z = b \dot{\theta}_f \) and dividing the previous equation by \( 4b \), we can write the motion equation for the reduced system representing a quarter bogie:

\[
\left( \frac{J_f}{4b^2} + m_b \right) \ddot{z} = -\left( \frac{a}{b} \right)^2 s_p + \left( \frac{c}{b} \right)^2 s_s \right) z - \left( \frac{a}{b} \right)^2 d_p \dot{z} + F_f(v_s)
\]
The undamped eigenfrequency of the model is \( f_1 = 8.5 \, \text{Hz} \), and for the equivalent damping we take at least \( d_1 = 5 \, \text{kN} \cdot \text{s/m} > d_{\text{limit}} = 1 \, \text{kN} \cdot \text{s/m} \). By rearranging eq. 2, a disc velocity dependent cylinder pressure \( p_c(v_d) \) can be expressed as

\[
p_c(v_d) < p_{c,\text{limit}}(v_d) = -\frac{d}{2 A_c k \eta_b \mu'(v_d)},
\]

where the \( p_{c,\text{limit}}(v_d) \) curve separates the stable and unstable regions. Fig. 7 shows that the system is stable in the entire operational cylinder pressure range, i.e. below the horizontal line at ca. 3.8 bar.

The results suggest the conclusion that the source of the vibration phenomena is not the pitch motion of the bogie frame.

### 3.3 Model with elastic brake console and suspension link – 1 dof

In this model we consider only one degree of freedom, namely the vertical motion of the brake unit reduced to the center of the brake pad. Mass of the brake unit \( m_b \) including the brake suspension link are summed up into the mass \( m_2 \) in the equivalent single degree of freedom model, see Fig. 8. Stiffness \( s_2 \) and damping \( d_2 \) of the
equivalent model are calculated from the elastic and dissipative properties of the brake console and the suspension link, while the rigid bogie frame is fixed in this case [4, 5].

![Simplified model for brake unit vertical vibration](image)

The model parameters are as follows: $m_2 = 108.3 \, \text{kg}$, $s_2 = 60 \, \text{kN/m}$, $f_2 = 118 \, \text{Hz}$. The eigenfrequency of the brake console itself is $f_c = 213.5 \, \text{Hz}$, and the damping ratio of the steel brake console is set to $D = 0.3\%$, thus the equivalent damping is $d_2 = 0.27 \, \text{kN.s/m} < d_{\text{limit}} = 1 \, \text{kN.s/m}$ [3]. The stability map of cylinder pressure vs. disc circumferential velocity can determined in a similar way as in the previous section, however, the result is quite different, see Fig. 9. It can be seen in this figure, that there is a stable and an unstable region in the operational range, i.e. are below the horizontal line at 3.8 bar. Under a critical disc circumferential velocity of $5.2 \, \text{m/s}$, i.e. under a critical vehicle speed of ca. $38 \, \text{km/h}$ the system is unstable at constant cylinder pressure of $p_c = 3.8 \, \text{bar}$.

![Stability map cylinder pressure vs. disc circumferential velocity](image)

It is a common practice to reduce the cylinder pressure at lower speed to account for the higher friction coefficient available, besides, locomotive drivers usually release the brake just before stopping in order to avoid longitudinal jerk. Based on these, one could come to the idea to control the cylinder pressure in a way, that keeps the
braking force constant: \( F_f = -2 A_c k \eta_h p_c(v_d) \mu(v_d) = \text{const.} \). It is a reasonable method from point of view of the stopping distance, but not enough to ensure the stability of the brake system. Fig. 10. shows that below ca. 30 km/h vehicle speed the cylinder pressure is in the unstable region, because it is above the \( p_{c,\text{limit}} \) curve. In order to ensure stability one should control the cylinder pressure to a value, which complies with

\[
p_c(v_d) < p_{c,\text{limit}}(v_d) = -\frac{d}{2 A_c k \eta_h \mu'(v_d)}.
\]

Decreasing the cylinder pressure, of course, could result in a – to some extent – increased stopping distance, which must be regarded as well.

Fig. 10 Control strategies for the cylinder pressure

Remark: The damping capability of the brake console can be increased theoretically in two ways:
1. Apply high damping materials for the brake console, e.g. a layered composite structure.
2. Keep steel as the base material of the console, but increase the critical damping, i.e. construct a heavier and stiffer brake console, see eq. 1.

3.4 Two degree of freedom model
Now we combine the previous two models into a 2-dof model to account for bogie pitch motion \( \theta_f \) and brake unit vertical motion \( z_b \) too. The following assumptions are adopted:
- No slip in the wheel-rail contact
- No vertical excitation from the rail
- Constant vehicle velocity
- Symmetric structure
- Sliding velocities are always positive, equal in magnitude, and have opposite directions at the two wheelsets.
The motion state vector of the model is set up as $x^T = [\theta_f, z_b, \dot{\theta}_f, \dot{z}_b]$, and the ODE system of the model is $\dot{x} = f(x, t) = f(x)$, i.e. the system is autonomous. The model can be linearized in a similar way as it is described in section 3.1, which implies the assumption that no sticking of the brake pad occurs. The equilibrium state is determined by solving the $0 = f(x_0)$ system of equations for vector $x_0$. Then system of motion equations is linearized at the equilibrium state $x_0$, which results in the system matrix $A = \left. \frac{df(x)}{dx} \right|_{x=x_0}$. Finally, the stability condition for the linearized system can be stated as $\Re\{\text{eig}(A)\} < 0$, which means that the system is stable only if the real part of the eigenvalue of the system matrix $A$ is negative.

In the subsequent part of this section the results of a parameter study are presented, where the equivalent brake unit mass is plotted against the vehicle velocity, while one single parameter is varied in three stages and all other parameters are kept constant, see Figures 11–15.

This method is motivated by the experience, on the one hand that we usually want to know the critical vehicle velocity, below which unstable behaviour of the brake system can emerge. On the other hand the determination of the equivalent mass of the brake unit is very difficult, because of the complexity of the mechanism, because of rubber parts applied in the suspension of the brake unit, and generally due to lack of information.
Fig. 12  Parameter study on brake unit suspension damping

Fig. 13. Parameter study on bogie frame moment of inertia

Fig. 14  Parameter study on primary stiffness
4. CONCLUDING REMARKS

Based on the models analysed in this study some short guidelines regarding the design parameters of disc brake systems can be given, with the aim of increasing the stability region of the system:

- **Signed** slope of friction coefficient function, i.e. derivative of the friction coefficient by the sliding velocity shall be increased: \( \mu'(v_s) \uparrow \)

- Brake cylinder pressure shall be lower than the velocity dependent limiting value, which mainly depends on the friction coefficient characteristics, as far as it is acceptable from point of view of the braking distance: \( p_c \downarrow \leq p_{c,\text{limit}} \)

- Equivalent brake unit mass shall be increased, but of course there are other design objectives as well: \( m_b \uparrow \)

- Brake unit suspension stiffness (i.e. brake console and brake pad suspension link): Obviously, the suspension stiffness itself has no direct effect on the stability, however, the damping coefficient was constant in the parameter study, which is not the case in reality, compare Fig. 11. with the remark at the end of section 3.3.

- Brake unit suspension damping shall be increased above the limiting value determined by the slope of the friction coefficient function, see Fig. 12: \( d_b \uparrow > d_{\text{limit}} \)

- Bogie frame inertia shall be decreased, see Fig. 13: \( J_f \downarrow \)

- Primary stiffness \( s_p \) has no direct effect on stability, see Fig. 14.

- Primary damping shall be increased, see Fig. 15: \( d_p \uparrow \)

Further investigation, experiments and sensitivity analysis are necessary to evaluate other non-linear effects, such as deterioration of components for example due to wear, joint gaps and aging of rubber parts.
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ABSTRACT
Knorr-Bremse Brake Systems Hungaria Ltd. has constantly evolving results for ensuring to keep the stopping distance also in case of low adhesion conditions. It is self-evident that Knorr-Bremse is participating in PINTA Project, and in some topics also as project leading actor, i.e.: in WP7 with respect of adhesion database creation. This paper summarizes the advanced solutions of Knorr-Bremse to the railway transport demands and the goals of Pinta
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1. INTRODUCTION
In railway train operation it is a general goal to generate hard and sure deceleration. The timetable is the basic regulator of train operation (visualized timetables are speed-timing Train Diagram variants) reduction in journey time (red) causes more cycles, with the same fleet. Hard acceleration and braking deceleration is contributing to reduction in journey time. The limits of journey time reduction are: the maximum permitted speed for the infrastructure/vehicle components, the acceleration and the deceleration capability.

Fig. 1 One more train turning=capacity increase

2. DRY TRACK CASE ALSO FOR TRAIN ACCEPTANCE
The deceleration curves begin to be normative. Deceleration curves concern on „Dry” track + safety margin
The dry friction braking case focuses on the brake pad and disc system, in the following sense:
- Force actuation process is to be considered
- Heat dissipation process is to be considered
- Following the wear process is necessary
- The kinematics of train running is to be analysed
2. ACTUAL NORMATIVE LIMITS AND METHODS TRYING TO HANDLE THE ADHESION’S UNCERTAINTY

In the wheel/rail connection the adhesion coefficient utilization is limited during braking in a value of 0.15 (this belongs to a deceleration $\sim 1.5\text{m/s}^2$ (if WSP exists))

Status quo: In some lands autumn also the 0.15 adhesion is not guaranteed – autumn time tables cause less capacity or more trainset demand.

Documents dealing with realistic stopping distance increase limits within low adhesion cases:

- UICB126_RP48_2016
- UIC_B126_DT414_2006
- UIC_B126_DT414_2006
- EBI curves
If we intend to accept higher adhesion utilization via brake design, more actions are needed to limit the stopping distance increase in case of low adhesion. The train length dependency shows that a wheel-set ahead increases adhesion behind.

3. ACTUAL ACTION SOLUTIONS OF KNORR-BREMSE TO REACH THE TARGETS

4.1 Train Braking

Knorr-Bremse is dealing with complete brake systems included all main and accessory elements

- Automatic action of the electronic Wheel Slide Protection (WSP) system
- Manual or automatic sanding
- If fitted with Eddy current brakes they decelerate undisturbed, controlled
- If fitted with Magnetic track brakes they produce extra decelerating force and
  Intensively cleans the leaves afterwards!

3.1 Automatic action of the electronic Wheel Slide Protection (WSP) system. Also a braking wheelset with optimized WSP control increases adhesion.

- Mechanical units MW, MWX from 1970’th
- Mikro-processor WSP “MGS1” from 1981 (8bit)
• Mikroprocessor WSP “MGS2” from 1997 (16bit)
• Mikroprocessor WSP “MGS3” for recognition and adaption to adhesion types

Fig. 6 Working regions of the new adaptive Wheel Slide Protection device

4.2 Further devices
Some further devices should be used to keep stopping distance within very low adhesion (i.e.: leaves) [10]
Very low adhesion is defined different and stopping distance extension limit is not given. UIC541-05 says adhesion “very low” if initial adhesion is less than 0.03 in, but UIC B 126 DT414 says initial adhesion is less than 0.06. The task of manufacturer to use further devices i.e.: magnetic track brake and sanding device to keep stopping distance also in these cases.

Fig. 7 Devices to upgrade adhesion of advantageous circumstances

4.3 Improvement possibilities
Knorr-Bremse is also dealing with adhesion research, focusing on improvement possibilities. The roller rig in München, the sanding efficiency test rig in Mödling, and the Wheel slide protection device (WSP) test rig in Budapest and their engineering teams are participating in product development and also basic research.
5. PINTA WP7 ADHESION DETECTION AND LOW ADHESION MANAGEMENT [12]

Knorr-Bremse is participating in PINTA project, financed by EU, with Alstom, Bombardier, CAF, DB, Faiveley, Siemens and SNCF under grant agreement No. 730668

The companies used to have their adhesion catalogue on approaching different real conditions for WSP device development.

Adhesion data based on the Siemens Vectron test. ATLAS test rig (Knorr-Bremse) – used for generation of adhesion curves.

Adhesion data and conditions were measurement. The data were processed, and adhesion functions created for different slip, speed and also time and position dependency. The goal is harmonization and easier validation of WSP test rigs. The main feature is using correct adhesion model. Vehicle models that takes dynamic axle loads have been also negotiated (Fig. 10).

Wheel LCC aspects are concentrating on avoiding the wheel flat by now. Statuesque of EN15595 and UIC541-05, concerning on wheel slide protection systems prohibits deep slip in higher speed range or block of wheels.
Dump valve and control unit as HIL tested  All WSP dev. elements HIL tested

Fig. 10  WSP device test rigs of different HIL (Hardware in the loop) coverage [13]. Both contain adhesion models

Generated documents:
- Multiple deliverables as well as the Adhesion Catalogue containing performance requirements for adhesion recovery systems
- and a proposal for normative changes focusing on sanding.

4. CONCLUDING REMARKS

- Knorr-Bremse is a market leading brake system supplier, containing the whole range of equipment
- Railway should be a renewed disruptive technology against long distance and urban road transport – “Shift to rail”
- Real „extremely low adhesion” has to be defined.
- Stopping distance extension limit should be defined also in case of „extremely low adhesion”.
- Clear demand to infrastructure managers i.e.: adhesion mapping, determined use of adhesion modifier
- PINTA goal is: harmonization and easier validation of WSP test rigs of different owners. Testing and accepting a WSP system on different test rigs can assure the determination of realistic adhesion improvement.
- The PINTA project is continuing PINTA2
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ABSTRACT
On-track condition monitoring system is installed to monitor the wheel load and lateral force of railway vehicle. An early detection system of railway vehicle abnormality utilizing the on-track condition monitoring system, which was established as a countermeasure for the derailment accidents caused by wheel load unbalance, is under construction. Data variation from the system becomes an obstacle in constructing the early detection system of railway vehicle abnormality. In this paper, a method to support detection of railway vehicle abnormality, to add vehicle inspection information and track inspection information inside big data processing is introduced.

Keywords: railway, vehicle, track, condition monitor system, machine learning, maintainance information.

1. INTRODUCTION
Japan’s railway system are recognized worldwide for its safe, timely and reliable operation. This reputation has been achieved mainly through the accurate execution of maintenance plans by railway operators. However, this type of system is not 100% full proof and some components may fail during operation of the railway vehicle. Components that unpredictably fail during operation poses a threat to the safety of the on board passengers. Failure of some components during operation often goes unnoticed until the next maintenance is scheduled which may result in unfavorable operating conditions. One of research about anomaly condition monitoring system with twist component was approached by Ohbayashi who studied in railway condition during failure of supported components, axle spring and air spring, on the railway vehicle (Ohbayashi et al.). Experiment of those conditions were set up and observed on test curve track in 2011. Then this research was followed by Kimoto in 2015. Railway condition, both normal and abnormal condition, were simulated in several criteria imitated from the experiment by using multi body dynamics software SIMPACK. However, simulation cannot cover all condition in the real world. The abnormal condition threshold derived from the simulation could not applied successfully due to variations in actual data from on-track condition monitoring system (Kimoto et al.). Adaptation to variations in actual vehicle data is necessary to detect the abnormal condition of vehicle at an early stage.

2. DATA OF VEHICLE RUNNING RECORDS WITH INSPECTION RECORD
2.1 Data of vehicle running record
The three-year running record data from on-track condition monitoring system of the commercial line was verified as a sample in order to see the actual condition of variation. The sample data includes time series data of two train sets from four sensor positions. Figure 1 shows the overview of running record shown. Two train sets are using different type bogie. Every train set has ten car bodies and twenty bogies. Each
bogie, each car body were monitored individually by their running record. Details of four sensor points are shown in figure 2.

Fig. 1 Overview of running record from on-track condition monitoring system, 240 sheets in total.

Fig. 2 Curve radius details of four sensor points on the commercial line.

2.2 Twist component of bogie and car body

Previous research have shown the twist component composed of wheel load is effective as an indicator of vehicle condition. Bogie twist component and car body twist component showed effect of unbalance condition of bogie and car body respectively.
2.3 Data of vehicle running record overwritten with inspection record

One of abnormal detection concept work with data distribution of running record. If the data from a vehicle showed abnormal at all sensors point, this behavior is supposed to be abnormal of vehicle. On the other hand, if the data from all vehicles showed abnormal at one sensor point, this is supposed to be abnormal of railway track. However, the data of each vehicle, each sensor point, they have their inspection separately. Abnormal detection concept and inspection data should work together to detect correctly. We found that one of the reason is normal condition itself has fluctuated obviously after inspection activity such as wheel renewal, wheel surface re-profiling and rail head grinding. Changing of contact surface parameter, gradient and coefficient of friction, effected to wheel load and lateral force.
3. CLASSIFICATION OF RAILWAY CONDITION CONCERNING WITH INSPECTION

3.1 Algorithm of abnormal detection by inspection data

The algorithm of abnormal detection by inspection data shown as figure 9. According to preceding section, running record was jumped after inspection activity.

In order to detect abnormal, jumping data must be confirmed in advance. This research concerned making algorithm of data pattern recognition.
Observation of running record in time domain was known that something happen in timeline. Car inspection and rail inspection were recorded at fluctuating position in figure 10. This research is focusing on impact of car inspection (task A) to railway condition. In this research, artificial neural network ANN was chosen to make pattern recognition algorithm. Railway condition represented by twist component. Bogie twist component and car body twist component showed effect of unbalance condition of bogie and car body respectively. Twist component 20 data in time domain each before and after was set up in input layer. The data pattern that included inspection activities came from car no.2 to car no.9 (16 bogies). Moreover, the data pattern without inspection were selected from difference time at the same number. Half of total pattern were used to train ANN for making classifier. The rest of them were used to test the classifier.

Fig. 8 Fluctuation of running record after inspection.
3.3 Result of pattern recognition
The result presented 100% classification of inspection pattern and normal pattern at sensor position TA-2 and TA3. In order to avoid over fitting, the algorithm was validated by dummy data regarding to limitation of information and the result also showed 100% classification. As TB - 2 and TB 3 are not 100%, tuning of classifiers should be further done.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Classified as</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-A2</td>
<td>Jumping pattern</td>
<td>100 %</td>
</tr>
<tr>
<td></td>
<td>No jumping pattern</td>
<td>100 %</td>
</tr>
<tr>
<td>T-A3</td>
<td>Jumping pattern</td>
<td>100 %</td>
</tr>
<tr>
<td></td>
<td>No jumping pattern</td>
<td>100 %</td>
</tr>
<tr>
<td>T-B2</td>
<td>Jumping pattern</td>
<td>85.71 %</td>
</tr>
<tr>
<td></td>
<td>No jumping pattern</td>
<td>88.89 %</td>
</tr>
<tr>
<td>T-B3</td>
<td>Jumping pattern</td>
<td>71.43 %</td>
</tr>
<tr>
<td></td>
<td>No jumping pattern</td>
<td>100 %</td>
</tr>
</tbody>
</table>

4. CONCLUSION
An Artificial Neural Network based classifier using inspection information of railway vehicle and track used for big data analysis in early detection system of railway vehicle abnormality is proposed. Construction of an early detection system of railway vehicle abnormality using the on-track condition monitoring system has been carried out. The on-track condition monitoring system was established as a result of train derailment due to weight unbalance. In order to adapt to the variation of master data from on-track condition monitoring system, inspection information on vehicles and track was added. As a result of analyzing the data for 3 years, it was clarified that when the vehicle inspection and the track inspection were carried out, the twist component value of the car body and bogie changed. For big data processing, a classifier based on ANN was created with inspection information of vehicle and track as reference information, and its performance evaluation was performed. From the performance evaluation results, it was confirmed that the classifier can judge whether inspection was executed or not.
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ABSTRACT

Condition-based maintenance is seen as a major means to improve the business case for railway freight operators, and to improve the reliability and availability of freight trains. This paper reports on investigations performed aimed at developing methods for the condition monitoring of suspension components of Y25 bogies for freight wagons, enabling the implementation of CBM strategies for the wagon.

Keywords: Rail vehicle dynamics, monitoring of suspension components, freight wagons.

1. INTRODUCTION

Implementing condition-based maintenance (CBM) strategies for the railway running gear is a key priority for railway operators as it offers the opportunity of significantly reducing the total life cycle costs for railway vehicles, at the same time increasing safety, reliability and availability of operation. Particularly for railway freight vehicles, CBM can be a key factor to increase their attractiveness compared to competing transportation means, thereby contributing to a shift of freight traffic from roads and air to the rail. This paper reports on investigations performed within project INNOWAG, funded by Shift2Rail, aimed at developing methods for the condition monitoring of suspension components of Y25 bogies for freight wagons.

In the work, the dynamic behaviour of a freight vehicle equipped with two Y25 bogies with suspensions in healthy and faulty conditions is simulated by means of a fully non-linear multi-body model and the results obtained are used as “virtual” measurements to be processed by the diagnostic algorithms. In this way, it is possible to assess the effectiveness of the algorithms in detecting different types and levels of faults in the suspensions. Given the highly non-linear behaviour of the suspension in the Y25 bogie, the use of data-driven fault detection methods is preferred compared to model-based ones and the work focusses on the analysis of the cross-correlation of bounce, pitch and roll accelerations of the bogie frame, derived from vertical acceleration signals measured at three different locations in the bogie frame.

2. SIMULATION OF DIFFERENT SUSPENSION FAULT MODES USING MULTI-BODY MODELS

A multi-body model of a wagon with faulty primary suspension was developed using software ADTreS, which is POLIMI’s in-house software for the simulation of railway vehicle dynamics [1]. ADTreS is the Italian acronym for “dynamic analysis of train-track interaction”.
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The model of the wagon is based on the use of rigid bodies to represent the wagon body, two bogie frames and four wheelsets. The primary suspensions and the connection of the bogies to the wagon body are represented by means of non-linear springs and dry friction dampers. Wheel/rail contact forces are considered using a fully non-linear wheel/rail contact module taking into account the actual shape of the wheel and rail profiles and the non-linear creepage-creep force relationship. More details on the modelling of railway vehicles in this software are provided in reference [1].

Two main types of fault were modelled in this work, see Fig. 1:
- Type A: failure of one coil spring in one primary suspension;
- Type B: failure of the dry friction damper in one primary suspension.

![Fig. 1 The primary suspension of the Y25 bogie (left) and a functional scheme of the suspension (right)](image)

2.1 Modelling of fault type A
The failure of one coil spring in the primary suspension is modelled as a change in the vertical stiffness of the spring element connecting the axle box to the bogie frame in one corner of the bogie. Given that the change in stiffness implies a re-distribution of the static forces transmitted by the coil springs, the threshold force at which sliding takes place in the friction element is also affected.

The changes in the parameters of the suspension are different depending on whether the failure takes place in the “front outer”, “front inner”, “rear outer” or “rear inner” coil spring, see Fig. 1 left. The parameters of the suspension also depend on the axle load. In this work, two extreme conditions are considered: the vehicle in full-load condition (carbody mass 80.60t) and in tare condition (carbody mass 6.86t).

Table 1 shows the values of the stiffness ($K_z$) and sliding force ($F_s$) parameters for the vehicle in full-load condition when the fault takes place at each one of the coil springs shown in Fig. 1 and for different types of fault, i.e.:
- broken spring, the stiffness of the single spring is set to 0;
- spring stiffness reduced to 50%;
- spring stiffness increased to 150%;
- spring stiffness increased to 200%;

Fault cases consisting of an increased value of spring stiffness are intended to represent failure modes leading to an improper increase of the suspension stiffness, e.g. the spring or slider getting stuck to some extent.
Table 1 - Parameters of the primary suspension for different Type A faults for the full-load condition (values in healthy condition are $K_z = 2.56$ MN/m and $F_s = 16.51$ kN).

Table 2 shows the values of the stiffness ($K_z$) and sliding force ($F_s$) parameters for the vehicle in tare condition for the same types of fault considered in Table 1. As shown in Fig. 1, the inner springs are mounted with a gap between the top of the spring and the bogie frame and enter in contact with the bogie frame only when the vertical load on the suspension exceeds a threshold and compresses the outer spring sufficiently. In tare condition, the load on the suspension is too low and the two inner springs do not make contact with the bogie frame and therefore do not contribute to the total stiffness of the suspension. In this condition, the presence of a fault in the inner springs does not affect the behaviour of the vehicle and therefore cannot be detected.

Table 2 - Parameters of the primary suspension for different Type A faults for the tare condition (values in the healthy condition are $K_z = 1.0$ MN/m and $F_s = 2.12$ kN).

### 2.2 Modelling of fault type B

The failure of the dry friction damper in one corner of the bogie is modelled as a change in the threshold force $F_s$ at which sliding takes place in the friction element, with no effect on the stiffness of the suspension. Table 3 shows the values of the $F_s$. 
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parameter for different types of fault, with friction ranging from 50% to 150% of the nominal value.

<table>
<thead>
<tr>
<th></th>
<th>50%</th>
<th>75%</th>
<th>125%</th>
<th>150%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold force $F_s$ (Full load)</td>
<td>$F_s = 11.6 \text{ kN}$</td>
<td>$F_s = 16.74 \text{ kN}$</td>
<td>$F_s = 27.91 \text{ kN}$</td>
<td>$F_s = 33.49 \text{ kN}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>50%</th>
<th>75%</th>
<th>125%</th>
<th>150%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold force $F_s$ (Tare load)</td>
<td>$F_s = 1.06 \text{ kN}$</td>
<td>$F_s = 1.59 \text{ kN}$</td>
<td>$F_s = 2.65 \text{ kN}$</td>
<td>$F_s = 3.18 \text{ kN}$</td>
</tr>
</tbody>
</table>

Table 3 – Values of the maximum sliding force for different Type B faults and for the wagon in full-load and tare condition (values in the healthy condition are 22.33 kN in full-load condition and 2.12 kN in tare load condition).

### 3. FAULT DETECTION ALGORITHM

Considering the relatively low economic value of one freight wagon, fault detection has to be based on a simple algorithm, requiring a simple measuring and data processing system. Considering different methods proposed in the scientific literature (see [2] for a recent review of the State-of-Art), the use of cross-correlation between acceleration signals measured at different locations in the bogie frame [3] appears as the best suited fault detection method in terms of achieving a good compromise between the measuring / processing effort required and the performance in terms of accuracy and reliability of fault detection.

The principle of the method is that the modes of vibration of a bogie with healthy suspensions are symmetric, due to uniform behaviour of the primary suspensions at the four corners of the bogie. Therefore, if the vibration of the body is excited by uncorrelated random irregularity from the left and right rails, the correlation between different components of bogie frame acceleration, e.g. bounce vs. roll or pitch vs. roll will be low. When a failure occurs at one corner, the symmetry of the modes of vibration is perturbed, resulting in a coupling of bounce, roll and pitch components of motion which can be detected from an increase of the cross-correlation between the acceleration signals for these components of bogie vibration.

![Fig. 2 Schematic representation of the signal processing technique for the detection of faults in the primary suspensions](image)

A schematic representation of the method is shown in Fig. 2. Three mono-axial accelerometers (numbered from 1 to 3 in the figure) are mounted at three corners of the bogie frame, to measure the vertical acceleration of the bogie frame over the axle-boxes.

The vertical acceleration signals are converted into the bounce, pitch and roll acceleration components for the bogie frame ($a_B$, $a_P$ and $a_R$ respectively) according to the kinematics of a rigid body:

$$a_B = \frac{a_2 + a_3}{2},$$

$$a_P = \frac{a_1 - a_3}{2l},$$

$$a_R = \frac{a_1 - a_2}{2b}.$$

where $2l$ is the bogie wheelbase and $2b$ is the axle box gauge. Finally, the cross-correlation between bounce and roll acceleration $C_{BR}$ and between pitch and roll acceleration $C_{PR}$ are evaluated:

$$C_{BR}(\tau) = \frac{1}{T} \int_{-T}^{T} a_B(t) a_R(t - \tau) dt,$$

$$C_{PR}(\tau) = \frac{1}{T} \int_{-T}^{T} a_P(t) a_R(t - \tau) dt.$$

To diagnose faults in the suspensions, four fault indicators are computed. The first two indicators are based on the standard deviation of the cross-correlation between the acceleration signals while the other two indicators are based on the instantaneous value of the cross-correlation between pitch and roll at zero-time delay.

- Indicator 1: Standard deviation of the cross-correlation between bounce and roll accelerations for time delay $-10 \text{ s} \leq \tau \leq +10 \text{ s}$;
- Indicator 2: Standard deviation of the cross-correlation between pitch and roll accelerations for time delay $-10 \text{ s} \leq \tau \leq +10 \text{ s}$.
- Indicator 3: Value at time delay $\tau=0$ of the cross-correlation between pitch and roll accelerations low pass filtered at 10 Hz;
- Indicator 4: Value at time delay $\tau=0$ of the cross-correlation between pitch and roll accelerations without low pass filter.

4. RESULTS OF NUMERICAL EXPERIMENTS

Numerical experiments were run to consider fault types A and B for full load and tare load condition of the wagon. The results are described below for the different cases considered.

Fig. 3 shows the value of the four fault indicators for different degrees of severity of a fault of type A occurring in the rear outer spring of the primary suspension, when the vehicle is in the full-load condition. It is confirmed that all four indicators have a minimum absolute value when the suspension is in the nominal condition (stiffness is
100% of the nominal value) whilst the absolute values of all indicators increase when a deviation of the spring stiffness is applied in the numerical experiment, either decreasing or increasing the stiffness parameter. In principle, all 4 indicators appear suitable for the detection of the fault considered, but indicators 2 and 4 show more clearly the presence of a fault.

Similar numerical experiments were performed considering a fault happening in the rear inner, front outer and front inner springs of the primary suspensions, leading to the same conclusions as in the case presented below. The results of these additional cases are not shown for the sake of brevity but are considered in a summary table (Table 4) reported at the end of this section.

Fig. 3 Fault indicators 1 to 4 for a fault in the rear outer coil spring (type A) and vehicle in full load condition

Fig. 4 shows the value of the four fault indicators for different degrees of severity of a type A fault occurring in the rear outer spring of the primary suspension, when the vehicle is in the tare load condition. In this case, the indication is less clear than in the case of the full load condition, probably because the effect of spring fault on the dry friction damper is lower. The only indicator that shows a clear trend with the change of stiffness in the faulty spring is Indicator 3. Similar results are obtained when the fault is simulated in the front outer spring, again with the wagon in the tare load condition. Fig. 5 shows the value of the four fault indicators for a fault occurring in the friction element of the primary suspension (fault type B), with the vehicle in the full load condition. In this case, a clear indication of the fault is obtained from all indicators except indicator 3. When the same fault type is considered for the vehicle in tare condition (not shown due to space restrictions) the only indicator that provides a clear trend with the occurrence of the fault is Indicator 3.
Fig. 4 Fault indicators 1 to 4 for a fault in the rear outer coil spring (type A) and vehicle in tare condition

Fig. 5 Fault indicators 1 to 4 for a fault in the dry friction element (type B) and vehicle in full load condition

<table>
<thead>
<tr>
<th>Fault Case</th>
<th>Full load</th>
<th>Front outer</th>
<th>Front inner</th>
<th>Rear outer</th>
<th>Rear inner</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fault Case B: Friction components</td>
<td>Full load</td>
<td>\</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tare load</td>
<td>\</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4– Summary of the results of numerical experiments for identification of faults in primary suspensions.
A summary of results from numerical experiments performed to assess the proposed method is provided in Table 4, with symbols “✓” and “✗” denoting respectively successful and non-successful identification of the fault. It is confirmed by the results shown in the table that faults in suspensions components are more easily detectable when the vehicle is in full-load condition.

5. CONCLUSIONS

In this paper, a method to detect faults in the suspension of a freight wagon with Y25 bogie is proposed, based on the examination of the cross-correlation of bounce, pitch and roll vibration. The method is assessed based on numerical experiments performed using a multi-body model of the wagon. It is shown that different fault indicators can be defined that could prospectively allow the detection of faults in coil springs and friction dampers.

Future extension of this work is foreseen, particularly to identify and classify faults based on the use of suitable outlier detection / artificial intelligence methods. Furthermore, the application of the method to measurements from on-track tests is envisaged.
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ABSTRACT

The group of the most important key performance indicators of the operation and maintenance of railway vehicles as passenger carriages is composed by the availability, the failure rate and further failure occurrence characteristics. Concerning the vehicles the main structural subsystems and also the elements belonging to the latter after appropriate numerical description are naturally well represented by the elements of this group of indicators. In the present investigation the object of the examination are such vehicles which compose a vehicle family. However this family consists of four types, in this way the basic manifold gets layered. The types mentioned were constructed on the basis of same principles and the reliable constructional units and technical subsystems (bogie, draw- and buffer gear, brake gear, car-body, air-conditioning equipment, energy supplying equipment, heating equipment, etc.) are identical. The vehicles operated and are operating under different operation and maintenance conditions. The objective of the investigation is to make treated numerically the elements, as well as to point out the anomalies of the above mentioned indicator performance group of the passenger carriages type Z2 designed on the basis of identical principles and were “born” under identical circumstances. The evaluation of the indicators gives an opportunity to point out the influence of the different operation and maintenance conditions, furthermore to judge about certain management decisions, as well as the appropriate decision preparations and professional decision-makings, respectively.

Keywords: vehicle, passenger carriage, subsystem, key performance indicator, availability, failure, failure rate.

1. INTRODUCTION

A very valuable and useful information package is given to the operators, repairers, manufacturers, designers, vehicle owners and a lot of different experts by the continuous collection, comparative investigation and evolution with time of maintenance data of different type of railway vehicles.

This presentation shows the results of depot, service shop maintenance activities of a railway carriage family type Z2 for international and internal traffic.

The results of the maintenance activities can be characterized by the failure frequency, the type of the failure, the reliability and availability of the all vehicles of the vehicle family or different types of it.

The investigations were expanded for two service shops the first of them is responsible for vehicles in international traffic, while the task of other one is the maintenance of vehicles for domestic traffic.

The maintenance systems are controlled by the NRA’s and RIC’s regulations.

Two steps of the maintenance objects can be distinguished: service shop and workshop.

The carriage family are composed by the same technical subsystem, thus inter alia car bodies, bogies, WC – equipment, seats, lighting equipment, air conditioning equipment, energy supply, brake system, draw equipment, doors, buffers etc.
2. VEHICLES AND THEIR TASKS, BOGIES

The carriage family, which is under the scope of investigation, was partly constructed and built in Germany. The word “party” is justified because there are bogie types GH 250-2 and GH 250-3 under the vehicles which types have been constructed and manufactured in Hungary. The design of the bogie construction was born in the Ganz – Hunslet Factory, that’s why the identification capitals GH are used. The figures 250 sign the permitted speed. The different bogie variants are signed by numbers 2 and 3. The bogies were manufactured also at the Ganz–Hunslet Factory.

The carriage family consists of seated carriages and restaurant–buffet ones. The seated carriages are open first and open second vehicles. The open first vehicles can run in international traffic, a certain part of the open second vehicles can run only in internal traffic, and the complementary part of the open second vehicles can run in both types of traffic. The restaurant–buffet carriages are suitable for international traffic, but sometimes they run also in internal InterCity trains.

The permitted speed of all vehicles in the carriage family is 160 km/h. Each seated coach is of open type. The carriages suitable for international traffic have been equipped by air-condition equipment, while in the ones for internal traffic air – intercoolers have been mounted. The vehicles of Class Z2 were built between years 1994 and 1995. The main data of the vehicles of the carriage family are contained in Table 1. The type-wise numbers of the 69 vehicles to be investigated, as well as the names of their maintenance are introduced in Table 2.

<table>
<thead>
<tr>
<th>MAIN DATA OF THE CARRIAGE FAMILY</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASS</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>SERIES NUMBER</td>
</tr>
<tr>
<td>MANUFACTURER</td>
</tr>
<tr>
<td>TYP</td>
</tr>
<tr>
<td>TRAFFIC</td>
</tr>
</tbody>
</table>

Table 1 Main Data of the carriage family

<table>
<thead>
<tr>
<th>Stock &amp; depots</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-71</td>
</tr>
<tr>
<td>Su</td>
</tr>
<tr>
<td>Sm</td>
</tr>
</tbody>
</table>

Table 2 Data of the stock and depots

<table>
<thead>
<tr>
<th>Mileages (km/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-71</td>
</tr>
<tr>
<td>20-71</td>
</tr>
<tr>
<td>20-70</td>
</tr>
<tr>
<td>88-71</td>
</tr>
</tbody>
</table>

Table 3 Data of mileages
The available data of mileage give an opportunity for a more detailed investigation into the maintenance and failure data. The daily mileage data between years 2015-2017 are summarized in Table 3. Considering the data, it can be fixed, that the mileage of the seated vehicles age higher in the last two years than it was in 2015, and the mileage of the carriages running also in international traffic, are also greater than the mileage of the carriages operating only in internal traffic.

3. MAINTENANCE DATA

The vehicles of the carriage family were constructed and built on the basis of same principles. The maintenance of the carriages is carried out by two, workshops. The data received about the maintenance and repair activities done in these two shops, gives an opportunity to compare their works, too. Both workshops perform the service works of lower level, furthermore trouble-shooting and curing of failures, which do not require extensive human and technical conditions are performed in these maintenance shops. One of the workshops (Su) is the technical basis of carriages for international traffic, whilst the other one (Sm) is assigned for vehicles running in internal traffic. Over pointing out the weak-spots of the vehicles, there opens a possibility for comparing the results of the working-activities realized in the workshops. The numbers of the vehicle type allocation in the maintenance service shops are contained in the above mentioned table.

The maintenance works, control activities, repairs of different level of the vehicles are performed in depots and workshops. A whole system is composed from these two bases. Data arisen between two entrances of the vehicles into the same workshops are investigated up to now. It means that depot or service shop data are in the center of this investigation.

Data are originated from the years between 2010 and 2017. All of these data in connection with are traffic safety-critical elements, groups of elements and subsystems of the vehicles. On the basis of the above mentioned, the investigation was actually extended for the next units of the carriage family:

- bogie,
- wheelset,
- buffer,
- draw equipment,
- wheel slide protection (WSP).

4. COMPARATIVE INVESTIGATION

An absolute exact wide-spread evaluation can be practicable by the by the comparative investigation on the available comprehensive maintenance data basis. The aim is only to show the opportunities, some short example in connection with a few traffic security parts of the chosen bogies.

The mileages of vehicles are not too high and they spread strongly.
The reliability of the wheelsets can be acceptable if the number of wheelset changes is low; it means: the maintenance plan is reasonable or the mileage is too low between two maintenances in workshop.

The assigned life-times of the brake pads and brake blocks are too high and they spread on wide scale. Not total set is changed mostly. It can be a reason of surplus vehicle dwelling in depots. Vehicle lack can cause an undesirable anomaly in the availability of carriages.

During 8 years concerning the number 69 carriages number 8510 maintenance events were registered. This data-set is contained by Table 4 and Fig 1.

The above mentioned number 8510 events covers number 1,25 monthly number of events. Considering the completley carriage-stock this number can be qualified as a little one.

Regarding these four carriage types, the number of the maintenance events concerning the safety critical vehicle structural elements, groups of elements and subsystems grew multi-folded during this time period. This growth was quadruple in connection with carriage class 20–71. (The determination of this growth could be the object of an extra investigation. It the course of such an extra investigation, parallel to the examination of the variation in event occurring numbers, it is proposed to examine also the number of the actual failures, the availability and maintenance key performance indicators and also the variation in costs.

The number of the maintenance events of the bogies can be seen in the Table 5 and Fig 2.
The number of the maintenance events of the bogies can be seen in the Table 5 and Fig. 2. The number of break-pad changing and the events of wheelsets connected to the maintenance operations of bogies are quantified in Table 6 and Fig 3, as well as in Table 7 and Fig 4.

The question can arise, why the number of brake pad changings at the open second carriages running in internal traffic since 2011 are significantly higher than is this type of carriages operating in international traffic. (Of course it is to be taken into consideration that in principle the distances covered between two stops by the vehicles running only in internal traffic are shorter than the distances without brake operation in the international traffic) The quantification of the maintenance works of buffers, as events is contained in the Table 8.
The data in question contain also the changings of buffers, the mountings of the bolted joints and the high-adjustments.

The maintenance data of draw-gears and those of anti-skid-devices (WSP ~ Wheel Slip Protection) having great importance from the point of view of traffic safety can be found in Tables 9 and 10, as well as in Fig 5. A further extra investigation should be suggested because of the important dispersion in the data concerning the failure events of the WSP.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10-71.0</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>20</td>
<td>16</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>20-70.0</td>
<td>18</td>
<td>8</td>
<td>5</td>
<td>8</td>
<td>24</td>
<td></td>
<td>54</td>
<td></td>
</tr>
<tr>
<td>20-71.0</td>
<td>23</td>
<td>28</td>
<td>17</td>
<td>35</td>
<td>81</td>
<td>141</td>
<td>101</td>
<td>90</td>
</tr>
<tr>
<td>88-71.0</td>
<td>13</td>
<td>5</td>
<td>23</td>
<td>10</td>
<td>37</td>
<td>69</td>
<td>38</td>
<td>43</td>
</tr>
<tr>
<td>Σ</td>
<td>55</td>
<td>34</td>
<td>48</td>
<td>45</td>
<td>123</td>
<td>310</td>
<td>179</td>
<td>220</td>
</tr>
</tbody>
</table>

Table 9 Data of the maintenance events of the draw gear

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10-71.0</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-70.0</td>
<td></td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-71.0</td>
<td></td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>195</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>88-71.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Σ</td>
<td></td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>11</td>
<td>375</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10 Data of the WSP maintenance events

Fig. 5 The number of the maintenance events of the WSP equipment

5. FURTHER TASKS AND PROPOSALS

The above data-set concerning the failure events inducing maintenance and repair activities gives an unambiguous opportunity for the determining the weak points of the vehicle family, their vehicle sub-sets and the bogies belonging to the vehicles of the sub-sets mentioned. Knowing the data there is an opportunity to qualify the activity of the workshops carrying out the maintenance works. This qualification can be directly realized based on the data of the tables and their comparison by different views. A
more advantageous analysis can be based on the so called key performance indicators extracted them from the data.

After having composed the key performance indicators, the targets can be fixed as future activities:

- identification of weak points of vehicle and bogie constructions,
- exact analysis of failure causes,
- cost and time analysis considering the failure events,
- systematic collection of the mileage of the vehicles,
- giving rise a common database of the depot and workshop maintenance activities,
- systematic evaluation of the available data.
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ABSTRACT
A Track Qualifying Vehicle using a system dynamics based measurement evaluation method has been developed at the Department of Railway Vehicles at the Budapest University of Technology and Economics (BME). The measured vertical and the lateral accelerations of the measuring wheelset-carrier-frame contain higher frequency components due to the vibrations of the elastic vehicle components. This paper presents a simulation based identification procedure for determining the inhomogeneities in the vertical track stiffness along the track. The necessary smoothing of the measured acceleration signals is also dealt with. The measuring wheelset together with its close environment is modelled as a lateral in-plane dynamical system supported by the right- and left rails where the rails are modelled as an Euler-Bernoulli beam supported by non-homogeneous Winkler foundation subjected to moving time dependent load. Time-domain technique is applied by using the Galerkin method to find the numerical solution of the governing partial differential equation describing the vertical the rail motion. The dynamical system model of the complete measuring system consists of discrete and continuous sub-systems. The Galerkin method enables the discrete-continuous system to be managed in a unified way. The effect of foundation parameters such as, stiffness and damping modulus on dynamic deflection and bending moment responses were also investigated for the case of a moving measuring wheel-set of constant load at constant speed. The parameter identification has been traced back to the minimisation in Sobolyev-norm of the deviation of the measured and simulated accelerations on the measuring frame over the axle boxes of the measuring wheel-set. Numerical results obtained from the study are presented and discussed. The method described contributes to the reliable estimation of the inhomogeneity in the ballast stiffness and damping parameters along the track, thus the necessary track maintenance actions can be reliably planned.

Keywords: Railway track qualification, system dynamics, parameter identification, Sobolyev-norm

1. INTRODUCTION
A railway track qualifying vehicle using a system dynamics based measurement evaluation method was developed at the BME over the last decade.

- The measured signals of the vertical and the lateral accelerations of the measuring wheelset-carrier-frame contain higher frequency disturbance components due to the vibrations of the elastic vehicle components [1]
- This paper presents a simulation based identification procedure for determining the variations of the vertical track stiffness under the rails along the track [4]. The necessary smoothing of the measured acceleration signals is also dealt with. The right- and left rails are modelled as Euler-Bernoulli beams supported by a non-homogeneous Winkler foundation subjected to a moving, time dependent load. Time-domain technique is applied by using Galerkin’s method for finding the numerical solution of the governing set of partial differential equations [7].
- The dynamical system consists of discrete and continuous sub-systems. The Galerkin method makes it possible to manage the discrete-continuous system as a unified finite dimensional system.
• The effects of longitudinal variation in the vertical stiffness and damping of the track foundation on the dynamic deflection and bending moment responses were also investigated for the case of loads moving at constant speed. Numerical results obtained from the study are presented and discussed [4].

• The method described contributes to the reliable prediction of the inhomogeneity in the underlying stiffness and damping parameters along the track.

2. DYNAMICAL MODEL OF THE MEASURING SYSTEM

In Fig. 1 the independently supported measuring wheelset and measuring frame can be seen. Air springs connected to the chassis of the vehicle apply a constant force [5] on the measuring wheelset.

![Fig. 1 The measuring wheel-set with the compressed air operated actuators](image)

Fig. 1 The measuring wheel-set with the compressed air operated actuators

![Fig. 2 Side elevation of the vertical dynamical model of the measuring wheel-set and the measuring frame connected with it](image)

Fig. 2 Side elevation of the vertical dynamical model of the measuring wheel-set and the measuring frame connected with it

Figure 2 presents the side elevation of the vertical dynamical model of the measuring wheel-set. The vertical accelerations of the measuring frame are measured at two points at lateral distance $a$ from each other in which the inhomogeneity of the variation in vertical stiffness of the elastic half planes under the rails are reflected when running along the track at a constant velocity $v$ [1], [4].
The motion equations of the measuring wheel-set and the measuring frame take the form of a system of ordinary second order differential equations, as follows:

\[
\ddot{z}_w(t) = F_w(z_w(t), \dot{z}_w(t), \phi_w(t), \dot{\phi}_w(t), z_m(t), \dot{z}_m(t), \phi_m(t), \dot{\phi}_m(t), z_r(x,t), \frac{d}{dt} z_r(x,t), \frac{d}{dt} z_l(x,t))
\]

\[
\ddot{z}_m(t) = F_m(z_m(t), \dot{z}_m(t), \phi_m(t), \dot{\phi}_m(t), z_m(t), \dot{z}_m(t), \phi_m(t), \dot{\phi}_m(t), z_r(x,t), \frac{d}{dt} z_r(x,t), \frac{d}{dt} z_l(x,t))
\]

\[
\ddot{\phi}_w(t) = G_w(z_w(t), \dot{z}_w(t), \phi_w(t), \dot{\phi}_w(t), z_m(t), \dot{z}_m(t), \phi_m(t), \dot{\phi}_m(t), z_r(x,t), \frac{d}{dt} z_r(x,t), \frac{d}{dt} z_l(x,t))
\]

\[
\ddot{\phi}_m(t) = G_m(z_m(t), \dot{z}_m(t), \phi_m(t), \dot{\phi}_m(t), z_m(t), \dot{z}_m(t), \phi_m(t), \dot{\phi}_m(t), z_r(x,t), \frac{d}{dt} z_r(x,t), \frac{d}{dt} z_l(x,t))
\]

The vertical motion equations of the rails as prismatic beams supported by Winkler-foundations have been extended by also taking into consideration the existing dynamical interaction with the measuring wheel-set, using linearized Hertzian springs and dampers to give the elastic/dissipative connection between the rails and the wheel-treads. The extended motion equation of the right hand side reads [2], [6], [8]:

\[
IE \frac{\partial^4 z_w(x,t)}{\partial x^4} + \rho A \frac{\partial^2 z_r(x,t)}{\partial t^2} + d_r \frac{\partial z_r(x,t)}{\partial t} + s_r(x) z_r(x,t) = \]

\[
= \delta(x-\nu t) \left[ s_{wL} (z_w(t) - (b/2)\phi_w(t)) - z_r(x,t)) + d_{wL} (\dot{z}_w(t) - (b/2)\dot{\phi}_w(t) - \frac{d}{dt} (z_r(x,t))) \right]
\]

Similarly, the motion equation of the left hand side rail takes the following form:

\[
IE \frac{\partial^4 z_l(x,t)}{\partial x^4} + \rho A \frac{\partial^2 z_l(x,t)}{\partial t^2} + d_r \frac{\partial z_l(x,t)}{\partial t} + s_r(x) z_l(x,t) = \]

\[
= \delta(x-\nu t) \left[ s_{lL} (z_w(t) + (b/2)\phi_w(t)) - z_l(x,t)) + d_{wL} (\dot{z}_w(t) + (b/2)\dot{\phi}_w(t) - \frac{d}{dt} (z_l(x,t))) \right]
\]
where for the solution functions the following boundary conditions must be fulfilled:
\[
\lim_{n \to \pm \infty} z_r(x, t) = 0 \quad \text{és} \quad \lim_{n \to \pm \infty} z_l(x, t) = 0.
\]

3. THE MAIN PROBLEM TO BE SOLVED

Let’s suppose that the measuring system has an operator \( J \), which transfers the unknown vertical track stiffness function \( s(x) \) via the whole signal transfer properties of the track and the measuring system into the measured acceleration \( a_m(x) \) of the rubber sprung measuring frame over the axle boxes of the measuring wheel-set. In formula [3], [4]:
\[
a_m(x) = J s(x).
\]

The task is to identify the unknown vertical track stiffness function \( s(x) \) in form of a finite parameter approximating function structure designated by \( s_a(x, p) \) which can ensure an appropriate framework for explaining the measured acceleration response straight over the axle box of the measuring wheel-set by appropriate (in a given sense optimum) selection of parameter vector \( p \). If the structure of the \( p \) parameter vector dependent stiffness function \( s_a(x, p) \) were exactly correct, such that \( s(x) = s_a(x, p) \), then the measured acceleration function \( a_m(x) \) would result as the effect of system operator \( J \) on the assumed “exact” stiffness function \( s_a(x, p) \), in formula:
\[
a_m(x) = J s_a(x, p).
\]

Unfortunately, the signal transfer properties realised by the measuring system operator \( J \) are unknown. The authors therefore built up a detailed, combined hybrid dynamical model of the railway track and the loaded measuring wheel-set, embedded into a vertically loaded measuring frame through a linearly elastic and dissipative connection with the axle boxes of the measuring wheel-set. This hybrid dynamical model of the track/measuring wheel-set and measuring frame system model appears as a hybrid differential equation system, consisting of the two Euler-Bernoulli beams (modelling the rails) continuously supported by the right and left stiffness functions \( s_r(x, p) \) and \( s_l(x, p) \), and a finite dimensional lumped parameter dynamical sub-system, modelling the vertical and rolling motions of the measuring wheel-set and the measuring frame. It is useful to treat the above two track stiffness inhomogeneity functions together by the vector \( s_a(x, p) = [s_r(x, p), s_l(x, p)]^T \). Furthermore, it is to be emphasized, that the vertical force between the rail-heads and the wheel-treads is transferred by Hertzian springs and dampers, i.e. the linearized version of the Hertzian contact law, around the static mean wheel-load values. Accelerometers are mounted on the measuring frame (connected to the axle boxes with rubber springs) just over the centres of the right and left axle-boxes of the measuring wheel-set.

If the hybrid dynamical system depicted above is considered, then one can characterise the signal transfer from the parameter dependent approximating vector valued stiffness function \( s_a(x, p) \) into the vector valued numerical simulation generated acceleration function by the symbolic mapping
\[
a_s(x, p) = J_m s_a(x, p),
\]
where operator \( J_m \) stands for the combined simulation procedure, carried out by solving
the hybrid differential equation system of the track/measuring system, taking into consideration the longitudinal motion of the wheel-set/measuring frame system of speed $v$ along the track.

In the course of the practical simulation procedure it is convenient to include the parameter dependent track stiffness inhomogeneity functions from which the track irregularity function can be composed in the form of a linear combination using shift, contraction or dilatation and multiplier transformations on a properly normalised Gaussian bell-curve shown in Fig 4. This function can be called a basic function for generating the parameter dependent track stiffness inhomogeneity function components (right and left) [3].

![Fig. 4 Basic function for generating track stiffness inhomogeneity function](image)

The functional relationship for the introduced basic function mentioned, is as follows [4]:

$$s_w(x) = -\exp \left\{ -\frac{(3x)^2}{2} \right\}.$$  

The vertical stiffness inhomogeneity functions under the two rails are composed by using the sum (linear combination) of appropriately transformed versions above basic function in form:

$$s_r(x) \approx s_{w}(x) = \overline{s}_{r} + \sum_{i=1}^{n} b_{ri} \cdot s_{w}(e_{ri} \cdot (x - c_{ri})))$$

$$s_l(x) \approx s_{w}(x) = \overline{s}_{l} + \sum_{i=1}^{n} b_{li} \cdot s_{w}(e_{li} \cdot (x - c_{li})))$$

The constants entered the formulas are included in four characteristic multidimensional vectors as follows:

$$\overline{s} = [\overline{s}_{ra}, \overline{s}_{la}]^T$$ mean stiffness vector

$$b = [b_r, b_l]^T = [b_{r1}, b_{r2}, \ldots, b_{rn}, b_{l1}, b_{l2}, \ldots, b_{ln}]^T$$ multiplication coefficient vector

$$c = [c_r, c_l]^T = [c_{r1}, c_{r2}, \ldots, c_{rn}, c_{l1}, c_{l2}, \ldots, c_{ln}]^T$$ shift constant vector

$$e = [e_r, e_l]^T = [e_{r1}, e_{r2}, \ldots, e_{rn}, e_{l1}, e_{l2}, \ldots, e_{ln}]^T$$ dilatation factor vector

In accordance with the formerly used designation, the parameter vector of the vector valued stiffness inhomogeneity approximating function $s_{a}(x, p)$ gets a detailed meaning, using the unified parameter vector $p = [\overline{s}, b, e]^T$. The approximating vector valued track stiffness representing inhomogeneity function takes the following detailed form:
The above vector valued assembly of the multivariable track stiffness describing functions ensures the optimum fitting of the simulated vertical acceleration functions \( a_s(x,p) \) to the measured \( a_m(x,p) \) accelerating functions. The approximate model-based operator \( J_m \) will now be used to represent operator \( J \). The former consists of the pair of fourth order linear partial differential equations representing the track, while the measuring system being in connection with the track system through the Hertzian spring/damper elements modelling the vertical contact of the track/wheel-set is described by a set of ordinary differential equations constructed for the vertical and rolling motion characterisation of the measuring wheel-set and the measuring frame.

The set of fourth order partial differential equations of variable coefficients describing the motion of the track is solved numerically by using Galerkin's approximation method, which seeks for the solution in form of the following expressions [7]:

\[
\begin{align*}
\varphi_j(\xi_1) T_{rj}(t) + \varphi_j(\xi_2) T_{lj}(t) &= z_r(\xi, t) \\
\varphi_j(\xi_1) T_{rj}(t) + \varphi_j(\xi_2) T_{lj}(t) &= z_l(\xi, t)
\end{align*}
\]

Here variable \( \xi \) is in relation with the original position co-ordinate \( x \) as follows:

\[
\xi = x - vt
\]

In the sum, functions \( \varphi_j(\xi); j = 0, 1, 2, \ldots, n \) are orthonormal, at least \( n \)-times continuously differentiable functions over the whole real line. This system of basic functions satisfy the prescribed boundary conditions with respect to their behaviour at limit transition \( \xi \to \pm \infty \). The latter steps described meant that the examination transformed into a moving reference frame. The assumed solution function should be substituted into the two partial differential equations. If the function pair \( z_r(\xi, t) \) and \( z_l(\xi, t) \) were exact solutions to the set of equations, the two sides of the differential equations would be identically equal for every pair \( (\xi, t) \). In this case one must multiply the both sides of the equations in the sense of scalar product by any function \( \varphi_j(\xi); j = 0, 1, 2, \ldots, n \) and the balance of the equations would not change. Due to the orthonormal property [9] of the basic function used, it turns out that the resultant products at both sides depend only on the time \( t \). This time dependence comes from the functions \( T_{rj}(t) \) and \( T_{lj}(t) \) and their first and second time derivatives. Omitting the details, one can get two sets of variable coefficient linear inhomogeneous ordinary differential equation systems for determining the unknown functions \( T_{rj}(t) \) and \( T_{lj}(t); j = 0, 1, 2, \ldots, n \). It is practical to include vector valued time functions formed from the unknown time dependent functions, which leads to the two set of ordinary differential equations below:

\[
\begin{align*}
A_r \ddot{T}_r(t) + B_r \dot{T}_r(t) + C_r(t) T_r(t) &= F_r(t) \\
A_l \ddot{T}_l(t) + B_l \dot{T}_l(t) + C_l(t) T_l(t) &= F_l(t)
\end{align*}
\]

where the vector valued forces at the right hand side can be expressed by the following formulae:

\[
\begin{align*}
s_a(x,p) = s_a(x, [\bar{s}, b, c, e]^T) &= \begin{bmatrix} s_{ra}(x, [\bar{s}, b, c, e]^T) \\ s_{la}(x, [\bar{s}, b, c, e]^T) \end{bmatrix}
\end{align*}
\]
The above mentioned identical time dependence of the expressions in bracket can be introduced in the following forms by using appropriate rearrangements:

\[ F_r(t) = s_{hr}\left( z_w(t) - \left( \frac{b}{2} \right) \varphi_w(t) - \varphi(0) \cdot T_r(t) \right) + d_{hr}\left( \dot{z}_w(t) - \left( \frac{b}{2} \right) \dot{\varphi}_w(t) - \left( \varphi'(0) \cdot v \cdot T_r(t) + \varphi(0) \cdot \dot{T}_r(t) \right) \right) \]

\[ F_is t s_{hi}\left( z_w(t) - \left( \frac{b}{2} \right) \varphi_w(t) - \varphi(0) \cdot T_i(t) \right) + d_{hi}\left( \dot{z}_w(t) - \left( \frac{b}{2} \right) \dot{\varphi}_w(t) - \left( \varphi'(0) \cdot v \cdot T_i(t) + \varphi(0) \cdot \dot{T}_i(t) \right) \right) \]

Here designation

\[ \varphi(0) = [\varphi_0(0), \varphi_1(0), ..., \varphi_n(0)]^T \]

has been introduced, which represents a constant \( n+1 \) dimensional vector, containing the substitution values of the basic functions at \( \xi = 0 \), in other form at \( x = vt \).

It is to be mentioned, that the vector character of \( \varphi(0) \), in other words the coefficients in bracket are identical time functions in any row of vectors \( F_r(t) \) and \( F_i(t) \), respectively.

The above mentioned identical time dependence of the expressions in bracket can be introduced in the following forms by using appropriate rearrangements:

\[ F_r(t) = s_{hr}\left( z_w(t) - \left( \frac{b}{2} \right) \varphi_w(t) - \varphi(0) \cdot T_r(t) \right) + d_{hr}\left( \dot{z}_w(t) - \left( \frac{b}{2} \right) \dot{\varphi}_w(t) - \left( \varphi'(0) \cdot v \cdot T_r(t) + \varphi(0) \cdot \dot{T}_r(t) \right) \right) \]

\[ = s_{hi}\left( z_w(t) - \left( \frac{b}{2} \right) \varphi_w(t) \right) + d_{hi}\left( \dot{z}_w(t) - \left( \frac{b}{2} \right) \dot{\varphi}_w(t) \right) - s_{hi} \varphi(0) \cdot T_r(t) - d_{hi} \left( \varphi'(0) \cdot T_r(t) + \varphi(0) \cdot \dot{T}_r(t) \right) \]

and

\[ F_i(t) = s_{hi}\left( z_w(t) + \left( \frac{b}{2} \right) \varphi_w(t) - \varphi(0) \cdot T_i(t) \right) + d_{hi}\left( \dot{z}_w(t) + \left( \frac{b}{2} \right) \dot{\varphi}_w(t) - \left( \varphi'(0) \cdot v \cdot T_i(t) + \varphi(0) \cdot \dot{T}_i(t) \right) \right) \]

\[ = s_{hi}\left( z_w(t) + \left( \frac{b}{2} \right) \varphi_w(t) \right) + d_{hi}\left( \dot{z}_w(t) + \left( \frac{b}{2} \right) \dot{\varphi}_w(t) \right) - s_{hi} \varphi(0) \cdot T_i(t) - d_{hi} \left( \varphi'(0) \cdot T_i(t) + \varphi(0) \cdot \dot{T}_i(t) \right) \]

After recognising that the third and fourth members in the above final expressions for \( F_r(t) \) and \( F_i(t) \) depend on the components of vectors \( T_r(t) \) and \( T_i(t) \), and vectors \( T_r(t) \) and \( T_i(t) \), it becomes clear that after appropriate rearrangements the following second order ordinary set of differential equations are yielded:

\[ A'_r \dot{T}_r(t) + B'_r \ddot{T}_r(t) + C'_r(T_r(t) \ddot{T}_r(t) = \left[ s_{hr}\left( z_w(t) - \left( \frac{b}{2} \right) \varphi_w(t) \right) + d_{hr}\left( \dot{z}_w(t) - \left( \frac{b}{2} \right) \dot{\varphi}_w(t) \right) \right] \cdot \varphi(0) \],

\[ A'_i \dot{T}_i(t) + B'_i \ddot{T}_i(t) + C'_i(T_r(t) \ddot{T}_r(t) = \left[ s_{hi}\left( z_w(t) + \left( \frac{b}{2} \right) \varphi_w(t) \right) + d_{hi}\left( \dot{z}_w(t) + \left( \frac{b}{2} \right) \dot{\varphi}_w(t) \right) \right] \cdot \varphi(0) \].

In the two new sets of differential equations the coefficient matrices are different from, thus the following matrix-triples are deduced:

\[ A'_r, B'_r, C'_r(t) , A''_r, B''_r, C''_r(t) \]

At this point of the discussion one should take into consideration that the measuring frame is in elastic and dissipative connection with the wheel-set and is loaded by constant, vertical pneumatic forces \( F \) applied at four symmetrically located points on the measuring frame.

Due to the above, the introduction of further motion equations is necessary, namely for the vertical motions and rolling motions of the measuring wheel-set and the measuring frame. Knowing the magnitudes of the time dependent vertical wheel/rail contact forces \( F_r(t) \) and \( F_i(t) \) transmitted onto the wheel-set by the Hertzian springs
and dampers treated above, the following two linear sets of second order ordinary differential-equations are yielded:

\[ m_w \ddot{z}_w(t) = \]
\[-F_r - F_t + s_{br} \left[ \left( z_m(t) - \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) - \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] + d_{br} \left[ \left( \dot{z}_m(t) - \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) - \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] + \]
\[ s_{bl} \left[ \left( z_m(t) + \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) + \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] + d_{bl} \left[ \left( \dot{z}_m(t) + \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) + \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] ; \]

\[ m_m \ddot{z}_m(t) = 2F - s_{br} \left[ \left( z_m(t) - \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) - \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] - d_{br} \left[ \left( \dot{z}_m(t) - \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) - \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] - \]
\[ s_{bl} \left[ \left( z_m(t) + \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) + \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] - d_{bl} \left[ \left( \dot{z}_m(t) + \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) + \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] ; \]

Similarly, for the rolling motion of the measuring wheel-set and the measuring frame the following two linear sets of second order ordinary differential-equations are in force:

\[ \Theta_w \ddot{\varphi}_w(t) = F_r \left( \frac{b}{2} \right) - F_t \left( \frac{b}{2} \right) + s_{br} \left[ \left( z_m(t) - \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) - \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] \left( \frac{a}{2} \right) \]
\[ + d_{br} \left[ \left( \dot{z}_m(t) - \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) - \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] \left( \frac{a}{2} \right) s_{bl} \left[ \left( z_m(t) + \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) + \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] \left( \frac{a}{2} \right) \]
\[ - \left( z_w(t) + \left( \frac{a}{2} \right) \varphi_w(t) \right) \left( \frac{a}{2} \right) - d_{bl} \left[ \left( \dot{z}_m(t) + \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) + \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] \left( \frac{a}{2} \right) \]

\[ \Theta_m \ddot{\varphi}_m(t) = - s_{br} \left[ \left( z_m(t) - \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) - \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] \left( \frac{a}{2} \right) \]
\[ - d_{br} \left[ \left( \dot{z}_m(t) - \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) - \left( \frac{a}{2} \dot{\varphi}_w(t) \right) \right] \left( \frac{a}{2} \right) \]
\[ + s_{bl} \left[ \left( z_m(t) + \left( \frac{a}{2} \right) \varphi_m(t) \right) - \left( z_w(t) + \left( \frac{a}{2} \right) \varphi_w(t) \right) \right] \left( \frac{a}{2} \right) \]
\[ + d_{bl} \left[ \left( \dot{z}_m(t) + \left( \frac{a}{2} \right) \dot{\varphi}_m(t) \right) - \left( \dot{z}_w(t) + \left( \frac{a}{2} \right) \dot{\varphi}_w(t) \right) \right] \left( \frac{a}{2} \right) \]

The above set of second order differential equations with respect to the unknown function vector of dimension \(2n+6\):

\[ Z(t) = [T_r(t), T_l(t), z_m(t), z_w(t), \varphi_m(t), \varphi_w(t)]^T \]

can be written into the following concise form:

\[ M \ddot{Z}(t) + D \dot{Z}(t) + S(t)Z(t) = 0. \]
with given initial time \( t_0 \) and initial conditions \( Z(t_0) = Z_0 \) and \( \dot{Z}(t_0) = \dot{Z}_0 \) ordered to the former. For the numerical solution it is reasonable to introduce a state-vector in form \( X(t) = [\dot{Z}(t), Z(t)]^T \), in other words the treatment is continued in the framework of the state-space method. In the end a first order linear homogeneous variable coefficient set of ordinary differential equations is yielded, more exactly an initial value problem of the following form:

\[
\begin{align*}
\dot{X}(t) &= A(t,p)X(t) \\
X(t_0) &= X_0
\end{align*}
\]

At this point, the proper selection of the components of the initial value vector \( X_0 \) arises. On the one hand the time dependent factor functions \( T_r(t) \) and \( T_l(t) \) in the Galerkin approximation of the vertical profile \( z_r(\xi, t, p) \) and \( z_l(\xi, t, p) \) of the right and left rails at time \( t_0 \) can be determined with the \( \xi \)-dependent orthonormal shape-function system used in the Galerkin approximation. In other words the shapes of the rails are considered under the static-load from the measuring wheel-set through the right and left Hertzian springs. For the sake of convenient treatment the initial time derivatives of time dependent factor functions \( T_r(t) \) and \( T_l(t) \) at \( t_0 \) can be taken as zero vectors. On the other hand initial displacements \( z_w(t_0), z_m(t_0) \), and angular displacements \( \phi_w(t_0), \phi_m(t_0) \) of the measuring wheel-set and the measuring frame can be determined by taking into account the static equilibrium under gravity, the static constant load acting on the measuring frame and the rail reaction forces. As for the initial time derivatives at \( t_0 \) of functions \( z_w(t_0), z_m(t_0) \), and angular displacements \( \phi_w(t_0), \phi_m(t_0) \) can be considered to be approximately zero.

With the application of the initial condition \( X_0 \) the initial value problem formulated for the unknown vector function \( X(t) \) can be solved numerically by using a proper ODE code, and in this way the vector-valued solution manifold \( X(t, X_0, p) \) becomes principally known for any parameter vector \( p \).

Knowing vector function manifold \( X(t, X_0, p) \), the vertical shape of the right and left rails \( z_r(\xi, t, p) \) and \( z_l(\xi, t, p) \) can be determined by the linear combination of the Galerkin approximation since the orthonormal shape function system is known per definition. In our problem treatment the rail shape functions mentioned are interesting characteristics, but our attention is directed primarily to the variation of the supporting stiffness with track arc length under the right and left rails, which stiffness functions depend upon the parameter vector \( p \). The question is the determination of such a parameter vector \( p^* \) the coordinates of which ensure such linear combinations of the basic stiffness shape function in Fig. 4 for the right and left stiffness functions that they lead such simulated vertical acceleration vector \( a_s = a_s(x, p^*) \) for the measuring frame points over the axle-boxes of the measuring wheel-set, that the differences from the measured acceleration vector \( a_m(x) \) with respect to the Sobolyev-norm of second order should be minimum by using the objective function \( \mathcal{U}(p) \) to be specified given in the following section.

### 3.2 Identification of the track stiffness inhomogeneities

The simulation backed identification method is based on minimising the second order Sobolyev norm of the deviation between the measured accelerations on the measuring frame over the axle boxes and the numerically generated parametrised response
functions of the complex track and measuring system model, the response functions of which are also determined on the measuring frame over the axle-boxes of the measuring wheel-set. In accordance with the above, the functional to be minimalized is formulated by the integral expression below:

\[ \mathcal{Y}(p) = \mathcal{Y}(\bar{s}, b, e, c) = \int_x \left( \left[ s_{ra} + \sum_{j=1}^n b_{rj} \cdot s_w(e_{rj}(x - c_{rj})) \right]^2 + \left[ \frac{d}{dx} \left( s_{la} + \sum_{j=1}^n b_{lj} \cdot s_w(e_{lj}(x - c_{lj})) \right) \right]^2 \right)^{1/2} \, dx = \min! \]

As it is obvious, operator \( J_m \) is a mapping from the parametrized set of the possible rail supporting stiffness irregularity functions \{s_d(x, p)\} into the set \{a_s(x, p)\} of the simulated acceleration functions valid of the measuring frame over the axle-boxes of the measuring wheel-set. In the integral expression, the square of the absolute values of the deviations in the parameter vector-dependent simulated accelerations \{a_s(x, p)\} and acceleration derivatives \( \frac{d}{dx} a_m(x) \) acceleration jerk characteristics emerges. The action-parameters of the minimization of the integral expression are included into a parameter vector \( p \). Here \( \{p\} = \{[\bar{s}, b, e, c]^T\} \subset \mathbb{R}^{6n+2} \) is the set of \( 6n+2 \) dimensions of the possible parameters determining the two rail supporting stiffness functions \( s_i(x) \) and \( s_j(x) \).

It is to be emphasized that by introducing the second order Sobolyev-norm, the quadratic deviation between the measured and simulated vertical measuring frame accelerations and vertical jerks over the axle-boxes are included in the evaluating functional \( \mathcal{Y}(p) \). Thus, by minimizing \( \mathcal{Y}(p) \) the possibly high conformity in the shape of the simulated and measured measuring frame acceleration functions over the measuring wheel-set axle boxes can be ensured.

### 3.3 Numerical minimization of \( \mathcal{Y}(p) \)

The numerical minimization of the integral expression generated \( p \)-dependent objective function \( \mathcal{Y}(p) \) is carried out by the gradient-method formulated by the sequence \( \{p_k\} \) of the approximating parameter vectors below:

\[ p_{k+1} = p_k - \frac{\text{grad} \mathcal{Y}(p_k)}{\| \text{grad} \mathcal{Y}(p_k) \|} \cdot \tau, \]

where \( \tau \) is a non-negative small scalar increment, \( k \) is the number of iteration steps. The minimizing process can be started by selecting a proper initial vector \( p_0 \), and the numerical process comes to an end if the difference in absolute value between two neighbouring steps remains under a sufficiently small bound \( \varepsilon \), formulating the accuracy demand:

\[ |\mathcal{Y}(p_{k+1}) - \mathcal{Y}(p_k)| < \varepsilon. \]

In the course of the numerical procedure, the co-ordinate-wise entering partial derivatives of the gradient vector of the objective function \( \mathcal{Y}(p) \) are approximated by the natural difference quotients taken by applying small increments in the co-ordinates of parameter vector \( p \).
4. NUMERICAL RESULTS

To test the applicability of the developed identification method we set out from a known pair of simple artificial track stiffness inhomogeneity functions which had one wavelet term on both sides of the track. We carried out the dynamical simulation of the motion process of the track-measuring wheelset-measuring frame system when the wheelset passes through the known track stiffness inhomogeneities. The acceleration functions received at the positions of the acceleration transducers placed on the carrier frame above the axle-boxes, as well as their versions smoothed by known method for both sides of the track are stored in appropriate files.

Fig. 5 represents the track stiffness inhomogeneity at the left and right side rails, while Fig. 6 shows the acceleration of the in-space model, and the thick lines show the smoothed curve of the vertical acceleration on the measuring frame over the axle-boxes of the measuring wheel-set.

Fig. 7 and Fig. 8 show the side-view of the simulated and smoothed accelerations. By using the described gradient method, the optimum estimations of the parameter $p$, as well as the identified track stiffness functions have been determined. In Fig. 9 and 10 the initial and the identified track stiffness functions are shown in common diagrams. The deviation between the real and the identified functions is less than the margin of error.
5. CONCLUDING REMARKS

- A simulation procedure has been elaborated for the determination of the elastic and dissipative supporting parameters present under the rails along the track by applying acceleration signals measured on the carrier-frame over the two axle boxes of the measuring wheel-set [1], [5].
- The variation in the elastic- and dissipative parameters of the track are included in the model, containing homogeneous beams representing the rails supported on inhomogeneous Winkler-foundation [2], [6]. The beams (the rails) are loaded by the moving measuring wheelset, which is connected to the carrier-frame of the measuring wheel-set receiving practically constant vertical load from four pneumatic actuators [3].
- The dynamical behaviour of the measuring wheel-set and the carrier-frame is described by a set of ordinary differential equations which is joint to the variable coefficient partial differential equation system describing the motion of the rails via the contact springs (Hertzian-springs) modelling the elastic and dissipative vertical wheel/rail connection [4].
- The received hybrid differential equation system can be solved by a numerical approximation method so that the manifold of the unknown motion state describing length-dependence are obtained by applying Galerkin’s method [7], [8]. Each numerical solution has a given parameter vector specifying the track supporting stiffness and damping inhomogeneity functions assumed to be in force in the simulation step. Using this set of numerical solutions of the rail motion characteristics, the parameters of the unknown track supporting stiffness and damping functions can be approximated by applying the minimizing procedure for the sequence of differences in Sobolyev-norm of second order between the measured signals and the simulated approximations.
- The minimizing procedure is implemented by a version of the gradient method, where the partial derivatives of the objective function with respect to the coordinates of the parameter vector have been taken into account [3], [4].
- Further research is necessary to refine the identification method for in-space models and to take into account the statistical characteristics of the measurement errors, as well.
- It is of great practical importance in track qualification to develop considerably
faster numerical procedures for full scale (on line) applications.
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ABSTRACT
Having finished the long-lasting tests on prototype MAV electric locomotives No. V63,001-002, the serial production of the Class started, in 1981. The first units of the Class were delivered with type UFC bogies designed by the manufacturer Ganz-MÁVAG Company. Even though, this types of bogies were running also under the fastest Hungarian Diesel locomotive of MAV No. M63,002, which had the Hungarian locomotive speed record 180 km/h, the customer MAV decided to continue putting into service the heavy electric locos of C’0 C’0 wheel arrangement with Krupp licence bogies. Only seven units of Class V63 locomotives were delivered with Ganz-MÁVAG type UFC bogies. Some of them survived the past decades in operation and the MAV-START Co. – the owner of the locomotives – decided to modernise their bogie-locomotive body connection, based on the good experiences gained by the similar modification of Class V43 electric locos. Aims of the modernisation were the improvement of riding quality and the noise reduction in the driver’s cab taking into consideration the working conditions of the locomotive staff. This kind of modification requires licencing and new Type Approval. The precondition of granting the new Type Approval is the conformity assessment of the modification according to the requirements of related Technical Specifications (TSIs). The MAV-START Co. announces a tender for the conformity assessment of the modified locomotives. KTI Institute for Transportation Sciences Non-Profit Ltd. – as the accredited Notified Body – started the conformity assessment process with Design Review and Quality Management Approval according to the chosen assessment modules in July 2017. The necessary riding quality and noise test runs were planned in September 2018 when the modification of the first locomotive would be finished. The lecture presents the conformity assessment of a railway rolling stock subsystem on the example of modernisation of an old electric locomotive when only the modification related parts should be certificated. It contains the process, including the experiments of the Design Review, the Quality Management Approval and the applied test methods, which led to the certification of the modified bogie and body connection of the locomotives

Keywords: conformity assessment, vehicle dynamics, health and safety at workplace

1. INTRODUCTION
The story began in 2017, when KTI, as a Notified Body signed a contract for the conformity assessment of a modernised bogie and body connection of an old type electric locomotive. The aims of the modernisation were the improvement of riding quality and the noise reduction in the driver’s cab taking into consideration the working conditions of the locomotive staff. This kind of modification requires licencing and new Type Approval according to the European Union’s present legal system, which is defined in the Directive 2008/57/EC of the European Parliament and of the Council of 17 June 2008 on the interoperability of rail system within the Community.

Some facts, which are worth to know about these locomotives. The UFC type three axle bogies were designed for heavy duty diesel-electric and electric locomotives of 20 t axle load up to 160 km/h speed in the late 1960s. The special features of this type were the axle load equaliser system and the pendular body suspension, according to the technical requirement of the era.
Fig. 1  UFC type bogie of MÁV Class M63 diesel electric locomotives

The bogies were manufactured by the Ganz-MÁVAG works in Budapest between 1970 and 1981 for MÁV Class M63 diesel electric and Class V63 electric locomotives. These DVM10 and VM15 factory type locomotives were the most powerful traction units designed and built in Hungary for heavy freight and express passenger services. These locomotives keep also the not official speed records in their category.

Fig. 2  The axle load equaliser system of the UFC type bogies

Fig. 3  The pendular body suspension system
Some of the Class V63 electric locomotives survived the past decades in operation and the MÁV-START Co. – the owner of the locomotives – decided to modernise their bogie-locomotive body connection, based on the good experiences gained by the similar modification of Class V43 electric locos, to improve the working conditions of the locomotive staff.

Fig. 4 MÁV Class V63 electric locomotive equipped with bogies type UFC

The precondition of granting the new Type Approval is the conformity assessment of the modification according to the requirements of related Technical Specifications (TSIs).

The Notified Bodies are responsible for the conformity assessment of the subsystems of the European railway system on the bases of the Community rules, and the Designated Bodies for the conformity assessment according to the national rules. There is an intersection, a common territory where the national rules override the European requirements in case of open questions, special cases and derogations.

The related TSIs prescribe the applicable conformity assessment modules and module combinations. The 2010/713/EU: Commission Decision of 9 November 2010 on modules for the procedures for assessment of conformity, suitability for use and EC verification to be used in the TSIs.

Although the conformity assessment process is often confused with only certification or testing, it is a puzzle of a quite long procedure which contains the design review, quality management approval and surveillance, type testing or supervision of type tests, supervision of production, preparation of technical documentation and at the end the certification comes, like the peak of the iceberg. It needs skilled experts and proper staff for the justification.

Fig. 5 Conformity assessment of the rolling stock subsystem
2. THE LEGAL FRAMEWORKS

One of the most important requirements for conformity assessment is that the subsystems shall comply with the TSIs in force at the time of their placing in service, upgrading or renewal. The Directives 2008/57/EC and 2016/797/EU – as the highest level of European legislation – contain the definition and the list of the subsystems, including rolling stock. Subsystems means the result of the division of the rail system, as shown in Annex II of the Directives:

(a) structural areas:
- infrastructure,
- energy,
- control-command and signalling,
- rolling stock;

(b) functional areas:
- traffic operation and management,
- maintenance,
- telematics applications for passenger and freight services.

In case of putting into service of the new rolling stock the requirements are well defined, but in case of upgrading or renewal of an existing rolling stock the way, the method for the conformity assessment must be fined. Upgrading means any major modification work on a subsystem or part of the subsystem which improves its overall performance. Renewal means any major substitution work on a subsystem or part subsystem which does not change the overall performance of the subsystem

The Technical Specifications for Interoperability, the TSIs represents the next level of the legal framework under the directives. Their status is also law, such as the directives. The Member States shall use the following principles as the basis for determining the application of the LOC&PAS TSI - Commission Regulation No 1302/2014/EU of 18 November 2014 concerning a technical specification for interoperability relating to the ‘rolling stock – locomotives and passenger rolling stock’ subsystem of the rail system in the European Union - in case of upgrade:

1. Parts and basic parameters of the subsystem that have not been affected by the upgrading works are exempt from conformity assessment against the provisions of this TSI.

2. A new assessment against the requirements of this TSI is only needed for the basic parameters which have their performance influenced by the modification(s).

As we go downwards, the next level is of the Commission Recommendations. The essence of the Commission Recommendations 2011/217/EU is that the Member State will decide whether the extent of the works means a new authorisation for putting into service. In the case of a new authorisation, the MS decide to what extent the TSIs need to be applied to the project.

Annex VII of Directive 2008/57/EC contains the rolling stock characteristics to be checked in case of non-TSI conform vehicles:
Vehicle dynamics, health and safety in the workplace are in the list of the rolling stock characteristics. The drivers’ cab is a workplace for the drivers and for the locomotive staff. The dynamic behaviour of the rolling stock influences running safety and affects the fulfilment of essential requirements safety and technical compatibility. Running of the vehicle shall be safe and shall produce an acceptable level of track loading when operated within the limits defined by the combinations of speed and cant deficiency under the reference conditions set out in the LOC&PAS TSI 1302/2014/EU. This shall be assessed by verifying that the specified limit values are respected. The TSI describes also the documentation requested by the Directive 2008/57/EC titled Technical file, which contains the test report of running dynamic behaviour, including the test track quality recording and the track loading parameters including possible limitations of use if testing of the vehicle. Commission Regulation No 1304/2014/EU of 26 November 2014 on the technical specification for interoperability relating to the subsystem 'rolling stock — noise also contains also essential requirement related to the basic parameters. of railway vehicles. These are:

- Limits for stationary noise
- Limits for starting noise
- Limits for pass-by noise
- Limits for driver's cab interior noise

In this case only the driver’s cab interior noise tests provide assessable values to evaluate, since the modification does not make any influence on the stationary, the starting and the pass-by noise.

When during the upgrade it is not economically feasible to fulfil the TSI requirement, the upgrade could be accepted if it is evident that a basic parameter is improved in the direction of the TSI defined performance. Therefore, simplified tests are planned to compare the riding quality and the driver's cab interior noise by testing an original type locomotive waiting for the modification and a modified one.
8. CONCLUDING REMARKS

KTI started the conformity assessment process with the design review and quality management approval according to the chosen SB+SD module combination in July 2017. The riding dynamic behaviour and noise test runs were planned in September 2018 after that the modification of the first locomotive would be finished. Unfortunately, the program has delayed, and the tests were postponed later than the Conference VSDIA 2018 would begin.
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ABSTRACT
The presented work aims at showing how design of experiments concepts can be applied for the calibration of instrumented wheelsets thus significantly reducing time and costs. In this work, a model is used to relate the strains measured on the instrumented wheelset to the contact forces applied on the wheels. Then, through the model, the optimal set of calibration tests is determined using different optimality criteria. The accuracy of the estimated forces, which are calculated applying the calibration experiments obtained through optimality criteria, is presented and critically analyzed. It is shown that the accuracy of the estimated forces converges for a given number of elements used in the candidate set in case optimal design of experiments are used. It can be concluded that it is possible to reach effective calibration results with less tests using optimal experiment designs.

Keywords: design of experiments, instrumented wheelset, wheel-rail contact forces.

1. INTRODUCTION
Train in-line tests are mandatory to meet security and quality requirements according to the standard EN 14363 [1]. During in-line tests, wheel-rail contact forces have to be estimated in order to understand the vehicle’s behaviour and thus to evaluate the vehicle’s stability and to assess its running safety. In order to obtain reliable force estimations, the calibration of the instrumented wheelset has to be done experimentally.

The calibration of an instrumented wheelset relates wheel-rail contact forces with the strains measured on specific sections on the wheels/axle. Thus, during in-line tests, by measuring the strains on the same wheelset it is possible to estimate the forces applied on wheelset itself. However, finding the relation between strains and forces may require numerous laboratory tests. Design of experiments (or DoE), is used to reduce the total time that is spent on the tests as well as to improve the accuracy of the estimated forces. DoE aims at setting up an effective and efficient test plan by implementing an optimality criterion based on a model. The applicability of different optimality approaches are investigated and verified for the calibration of instrumented wheelsets.

2. CALIBRATION OF THE INSTRUMENTED WHEELSET
In order to correctly define the test plan, it is necessary to analyse the contact forces applied on the wheelset: in general, having three contact force components on each wheel, i.e. the vertical, the lateral and the longitudinal components, six forces must be estimated. In the case of non braked or driven wheelsets, it is assumed (for the longitudinal dynamic equilibrium) that the longitudinal contact forces acting on each wheel have the same magnitude but opposite directions; thus, in this case, only five forces have to be estimated. Without loss of generality, let’s do this assumption for the following. Having five contact force components to estimate, at least five independent
strain measurements are needed. Previous works on this topic have highlighted the influence of the contact point position. Thus, at least two additional independent measurements are required [2, 3].

The relation between contact forces applied on the wheelset and strains at given positions on the wheelset can be expressed by equation 1:

$$\varepsilon = [S]F$$  \hspace{1cm} (1)

where \(\varepsilon\) is a vector containing the strains and has a dimensions of at least 7×1, \(F\) contains the contact force components and has dimensions of 5×1 and \([S]\) is the sensitivity matrix and has a dimensions of at least 7×5.

As shown in Fig. 1, the calibration process is an inverse problem in which, using the output responses and knowing the input excitations, a model is defined [4].

$$F = [A]\varepsilon$$  \hspace{1cm} (2)

Once the model is known, i.e. the calibration matrix \([A]\) has been determined, contact forces can be estimated based on measured strains. The calibration matrix is found by using the least squares approach ([5], [6]):

$$[A] = [F][\varepsilon]^T([\varepsilon][\varepsilon]^T)^{-1}$$  \hspace{1cm} (3)

where \([F]\) denotes the force matrix having dimensions of n×5, with n being the number of experiments. Similarly, \([\varepsilon]\) is the strain matrix having dimensions of n×b, with b indicating the number of signals that have been used. The term \([\varepsilon]^T([\varepsilon][\varepsilon]^T)^{-1}\) is the Moore-Penrose pseudo-inverse of strain matrix, also known as \([\varepsilon]^*\).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Symbol</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Force[kN] (Left)</td>
<td>Q1</td>
<td>55, 70, 85, 100</td>
</tr>
<tr>
<td>Vertical Force[kN] (Right)</td>
<td>Q2</td>
<td>55, 70, 85, 100</td>
</tr>
<tr>
<td>Lateral Force[kN] (Left)</td>
<td>Y1</td>
<td>-40, -20, -10, 0, 10</td>
</tr>
<tr>
<td>Lateral Force[kN] (Right)</td>
<td>Y2</td>
<td>-40, -20, -10, 0, 10</td>
</tr>
<tr>
<td>Longitudinal Force[kN]</td>
<td>X</td>
<td>-15, -7.5, 0, 7.5, 15</td>
</tr>
<tr>
<td>Relative Lateral Wheel-Rail Position [-]</td>
<td>- Left wheel flanging, Centered, Right wheel flanging</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Factors of the experiment and their levels.

Experiments for the calibration of the wheelsets are generally done according to design loads defined by the manufacturer. In the specific case considered in this paper, the test plan included 471 tests, with forces levels and relative lateral position of the
wheelset with respect to the rails shown in Table 1. It should be noted that the number of tests should be much higher but not all combinations of force levels and relative lateral positions are feasible. Thus, constrains have been introduced:

- constraint 1: $|Y_1| < Q_1\mu$
- constraint 2: $|Y_2| < Q_2\mu$
- constraint 3: $-40 \text{kN} \leq Y_1 < Q_1\mu$
- constraint 4: $-40 \text{kN} \leq Y_2 < Q_2\mu$
- constraint 5: $Q_1 + Q_2 > 150 \text{kN}$

$\mu$ being the friction coefficient between wheel and rail (assumed to be equal to 0.36).

<table>
<thead>
<tr>
<th>Position</th>
<th>Const. 1</th>
<th>Const. 2</th>
<th>Const. 3</th>
<th>Const. 4</th>
<th>Const. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Flanging</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right Flanging</td>
<td>√</td>
<td></td>
<td>√</td>
<td></td>
<td>√</td>
</tr>
</tbody>
</table>

Table 2 Application of constraints for different relative wheel-rail lateral positions.

Table 2 shows for which relative wheel-rail lateral positions constrains are active. For example, for left flanging conditions, the lateral force $Y_1$, applied to the left wheel should be within the interval of constraint 3 while the lateral force $Y_2$, applied to the right wheel should be smaller than the friction force generated by the vertical force (constraint 2).

### 3. Optimised Design of Experiment Approaches and Their Application

In order to design the experiments, a full factorial design that investigates all possible working conditions can be adopted: if $k$ is the number of factors (in our case the contact force components and the relative wheel-rail lateral position) each one having two levels, the full factorial design requires to have $2^k$ elements in candidate set, i.e. $2^k$ test conditions. Moreover, one should know the mathematical relation between the factors and the responses (in our case the strains). In general, this relation, called characteristic equation, can be nonlinear:

$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_1 x_2 + \epsilon$$

$x_i$ being the factors and $y$ being the response.

Based on the characteristic equation, the design matrix $X$, having size equal to $n \times p$ (where $n$ is the number of experiments of the candidate set and $p$ is the number of coefficients $\beta_i$ of the characteristic equation), can be defined.

As the number of factors and/or the levels of factors increase, the full factorial design needs too many experiments to be done. In case all experiments foreseen by the full factorial design cannot be carried out, a subset of the candidate set has to be selected. To be able to determine the best combination of experiments for optimal design matrix, two intermediate-step matrices named information matrix and dispersion
matrix should be determined. The information matrix is equal to \((X^T X)\) (i.e. the transpose of design matrix cross-multiplied by the design matrix itself) while the dispersion matrix is the inverse of information matrix, \((X^T X)^{-1}\) [7]. The dispersion matrix is used for determining the best set of coefficients via least square estimate as shown in equation (5):

\[
\hat{\beta} = (X^T X)^{-1} X^T y
\] (5)

The optimal design matrix, denoted by \(X^*\), may be determined using one of the known criteria, i.e. D-optimality, A-optimality, V-optimality and G-optimality. In the following D-optimality and V-optimality criteria are briefly described and applied to the wheel-rail contact force estimation problem.

D-optimality was allegedly the first alphabetically named criterion [8] and it is a simple criterion due to the easiness of calculation. As Ozol-Goldfrey [9] describe, the bigger the value of the determinant of the information matrix, the better the estimation of the model’s parameters:

\[
|X^T X^*| = \text{max}(|X^T X|)
\] (6)

It is worth mentioning that, for second order models, there is no upper limit for D-optimal designs since an increase in the number of elements of the candidate set will always lead to an increase in the determinant of the information matrix.

V-optimality, instead, is a criterion that requires high computational cost but is frequently used due to its higher accuracy. It is based on the minimization of the average scaled prediction variance (SPV), a measure of the success of estimating the response at any point (experiment) in the design space [10]. Let vector \(x_i\) be a generic experiment. Its variance is equal to:

\[
d(x_i) = x_i^T (X^T X)^{-1} * x_i
\] (7)

The optimal set of experiments is determined by the lowest average variance:

\[
\frac{1}{n} \sum_{i=1}^{n} x_i^T (X^T X)^{-1} * x_i = \text{min} \left( \frac{1}{n} \sum_{i=1}^{n} x_i^T (X^T X)^{-1} * x_i \right)
\] (8)

Considering the problem of the contact force estimation, some preliminary considerations are needed in order to define the problem in a suitable form for DoE approaches. Since the absolute angular position of the axle, and thus of the plane of the strain measurements, is not known precisely (unless one introduces additional sensors such as encoders), the resultant stain at each measuring section is considered. Since the two strain gauge bridges, at each \(i^{th}\) measuring section, are phase shifted by 90 degrees one with respect to each other, the resultant stain is equal to:

\[
\varepsilon_i = \sqrt{\varepsilon_{i0}^2 + \varepsilon_{i90}^2}
\] (9)

This resultant strain is also equal to the resultant of the strains in the (absolute) vertical and horizontal planes:

\[\text{It is assumed that the determinant of the information matrix is inversely proportional to the square of the volume of the confidence region for the regression coefficients.}\]
\[ \varepsilon_i^2 = \varepsilon_{i0}^2 + \varepsilon_{i90}^2 = \varepsilon_{ih}^2 + \varepsilon_{iv}^2 \]  \tag{10}

Bending moments in the horizontal plane are generated only by the longitudinal force components applied to the wheels. Thus, the strain in the horizontal plane is (linearly) proportional to longitudinal forces. Remembering that, for a wheelset that is not driven nor braked, the longitudinal forces on the two wheels are equal in magnitude (and opposite in direction) we can write:

\[ \varepsilon_{ih} = b_{11}X_1 + b_{12}X_2 \cong b_{13}X_1 \]  \tag{11}

Note that the proportionality coefficients are a function of the considered section.

Bending moments in the vertical plane, instead, are affected by lateral and vertical force components as well as by the lateral position of the wheel-rail contact point as described in [2]. The lateral position of the wheel-rail contact point \( \Delta y \) is associated to a vertical displacement \( \Delta z \) of the contact point due to the conicity of the wheels. Both displacements determine a bending moment in the vertical plane of the axle. However, the contribution of the vertical displacement \( \Delta z \) is negligible with respect to the one of the lateral displacement \( \Delta y \). Moreover, it is assumed that the lateral displacement \( \Delta y \) is equal for the two wheels (rigid wheelset). Note that the exact lateral displacement \( \Delta y \) is not easily measurable, even during calibration tests. Thus, the lateral position of contact point is approximated by a discrete variable \( d_A \). If the wheelset is in centered position, \( d_A \) is set equal to 0. In left wheel flanging conditions, \( d_A \) is set equal to 1 and in right wheel flanging conditions, \( d_A \) is set equal to -1. Summing up, the strain in the vertical plane can be expressed through the following (nonlinear) equation:

\[ \varepsilon_{iv} = a_{i1} + a_{i2}Q_1 + a_{i3}Q_2 + a_{i4}Y_1 + a_{i5}Y_2 + a_{i6}Q_1d_A + a_{i7}Q_2d_A \]  \tag{12}

Again, note that the proportionality coefficients are a function of the considered section.

Recalling equation (10), the resultant strain at the \( i^{th} \) section is equal to:

\[ \varepsilon_i^2 = \beta_{i1} + \beta_{i2}Q_1^2 + \beta_{i3}Q_1Q_2 + \beta_{i4}Q_1Y_1 + \beta_{i5}Q_1Y_2 + \beta_{i6}Q_2^2 + \ldots \]  \tag{13}

In general, one can write:

\[ \varepsilon_i^2 = f(Q_1, Q_2, Y_1, Y_2, X_1, d_A) \]  \tag{14}

It is now possible to define the problem in a suitable form for DoE approaches:

\[ \varepsilon^2 = [X] \beta \]  \tag{15}

4. RESULTS

As explained before, the more elements used in the candidate set, the better D-optimal design. In order to assess how close the design matrix is to the optimal one, the so-called called D-Optimal value can be computed. A similar measure can also be defined for V-optimality criterion. In Fig. 2, V-optimal and D-optimal values for increasing size of the candidate set are shown. It can be seen that the V-optimal value converges...
to a minimum at increasing number of tests used in candidate set while the D-optimal value does not reach a maximum. This is in agreement with the fact that, for second order models, the determinant of the information matrix is continuously increasing with the number of experiments.

![D-optimal value vs. V-optimal value](image)

**Fig. 2** D-optimal (left) and V-optimal (right) values as a function of the number of experiments.

The assessment of the effectiveness of the proposed methods can also be done by evaluating the calibration results by comparing the optimal test subset (selected among the 471 tests with the previously mentioned optimality criteria) with randomly selected calibration tests. It is worth mentioning that, due to the selection constraints, there is a possibility of not finding the optimal test subset with the optimality criteria. The algorithm selecting the optimal subsets from the 471 experiments divides the difference between the target value of the criterion and the achieved value by the level of each factor (i.e. the contact force components and the relative wheel-rail lateral position). In this way, the effect of the different factor amplitudes is normalized and the tests having the least difference between the target and achieved values are selected.

In figure 3 the effectiveness of the proposed methods is shown in terms of the standard deviation of the estimation error on a vertical (Q2) and a lateral (Y2) force component considering different test subsets:

- random selection;
- D-optimal test subset;
- V-optimal test subset.

For the random selection both the average (blue), the maximum (red) and the minimum (orange) standard deviation of the estimation error is reported. It can be seen that, even with a reduced number of tests selected using D-optimal and V-optimal designs, the standard deviation of the estimation error is very close to the minimum achievable one. The differences between the results obtained using D-optimal and V-
optimal test plans are really small so there is no reason to prefer one approach with respect to the other.

![Fig. 3 Standard deviation of the estimation error for the vertical force Q2 (left) and lateral force Y2 (right) considering different test plans.](image)

5. CONCLUDING REMARKS

In the work optimal DoE approaches are presented and are applied to the calibration of an instrumented wheelset. The full test plan of calibration experiments consists of 471 tests. The aim of applying DoE approaches is to decrease the number of required tests. A physical model of the system under analysis has to be developed in order to identify the factors influencing the resultant strains on the axle and, thus, to identify a design matrix. Several candidate test subsets having different number of elements are found with optimal designs and their effectiveness is assessed through comparison with randomly selected experiments in terms of standard deviations of the difference between the estimated and measured forces. It is shown that the optimal design guarantees a standard deviation that is in general smaller than the average standard deviation of randomly selected tests. Moreover, the standard deviation found through optimal designs has a converging trend with increasing number of elements. This means that, above a certain number of elements in the subset, the accuracy of the force estimations does not improve further. Thus, much less than 471 tests could be used to effectively calibrate and instrumented wheelset.
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ABSTRACT
Insulated rail joints are fundamental components of some railway lines due to their role in the signalling systems. On the other hand, being highly stressed components, their monitoring is a fundamental activity to guarantee the safety of running trains. Currently, the monitoring of these elements is carried out directly by trained personnel. It follows that the control of a railway line takes long time and there are no objective parameters that guarantee the health condition of a joint. Considering this context, this work shows the preliminary results of the analysis of experimental data through an algorithm developed to detect and classify the glued insulated rail joints by means of accelerometers placed on two wheelsets of a train.

Keywords: Insulated rail joints, axle box acceleration, health condition monitoring.

1. INTRODUCTION
The monitoring of insulated rail joints (IRJ) is a very important activity to ensure the safety of the railways. IRJ, on the one hand, are fundamental components for some types of the signalling systems (as they are the essential components of the automatic block signalling system) while, on the other hand, being discontinuities of the rail, they are high stressed elements [1][2]. The low bending stiffness of joint bars compared with that of a common rail section [5] results in the generation of impact forces which could lead to a fast deterioration of the IRJs that often suffer from problems such as rail head damage due to wear, bolt looseness, joint-bar and rail fracture resulting from fatigue and ballast deterioration [3][4][6].

To date, the monitoring of these elements is carried out directly by trained personnel who walks the railway line, analyses the dynamic behaviour of the joints during the passages of trains and, in the event of anomalies, performs specific checks such as ultrasound analysis to guarantee the absence of cracks. It follows that the analysis of an entire railway line takes long time and, by their nature, the results are often subjective. Since the deterioration of a suspended joint depends mainly on the loads arising from the passages of trains, following other researches on this topic [8] an algorithm of identification and classification of joints is developed relying on the dynamic response of the wheelset at the passage of a joint. In this way, it is possible to quickly analyse all the joints of a railway line using a single measurement setup placed on board of a train. In this work, first of all, the diagram and the steps of the algorithm of analysis of the experimental data are shown. Subsequently, some examples of obtained results are reported checking the quality of the analysis by changing parameters such as train speed and rail irregularity. Finally, the results obtained from the measurements of
accelerometers placed on two consecutive wheelset of a train are compared with those deriving from the standard trackside analysis. These results show the effectiveness of this procedure and indicate that, at least, a first selection of the most damaged joints could be carried out by means of on-board measurements.

2. JOINT IDENTIFICATION

2.1 Experimental setup
The measurements were conducted using a two-axles service vehicle. Eight accelerometers were mounted on the four axle-boxes of the two axles in order to have a redundancy of the data. Both lateral and vertical accelerations were measured. The sampling frequency was set to 2000 Hz and an anti-aliasing filter at 900 Hz was used. The tests were carried out on a commuter line of approximately 60 km, measuring both the tracks and repeating the measurement twice.

![Fig. 1 Position of the accelerometers above the axle-box](image)

2.1 Algorithm
Usually, the positions of the IRJs should be known while, in our case, we had to identify their positions since the provided positioning was not accurate. In order to recognise the IRJ positions through the accelerations we developed an algorithm based on these main steps:
• The accelerations are acquired at 2000 Hz;
• The Kurtosis is evaluated on the raw data (without any kind of filter) for each vertical acceleration using a moving window of 20 m;
• The two Kurtosis of the same side are multiplied;
• IRJ are identified through a threshold value;
• The peaks due to the passing over railway switches are excluded.

Since the Kurtosis is able to measure the tailedness of the probability distribution of the data, with this analysis the dynamic peaks due to discontinuities in the rail are highlighted. Subsequently, multiplying the Kurtosis values of the two accelerometers of the same side, the acceleration peaks due to IRJ are emphasized with respect to the possible defects of the geometry like short pitch rail corrugation. Finally, excluding the peaks resulting from the passages over railway switches, the IRJ are identified as a function of the position along the line.

3. PRELIMINARY RESULTS

3.1 Position identification
An example of the data acquired in a test run is reported in in Fig. 2a, where the data acquired by the two vertical accelerometers of the left side are superimposed. Globally, the level of vertical acceleration measured by the sensors is similar and this consideration confirms the possibility of identifying the singular points on the line by correlating the acceleration measurements of the same side.

In the same section, the algorithm was applied to identify the positions of the IRJs and, knowing the position of the switches along the line, it was possible to exclude them by associating these singularities only to the presence of a joint.

The results are shown in Fig. 2b, where the vertical continuous lines indicate the joints reported as "deteriorated" by the infrastructure manager, while the blue stars point the IRJs identified by the algorithm. The dashed lines represent the joints described as in good health condition.

As it can be seen from the figure, the algorithm was able to identify all the joints pointed out by the infrastructure manager. Furthermore, also the joint placed at km 33.2 is highlighted while the two joints at km 33.35 and 33.95 were excluded from the analysis since they correspond to two switches that are positioned in the sections indicated by the orange circles. The only joint that was not identified by this analysis is the one at the km 33.55. On the other hand, this joint is characterized by a very low acceleration value indicating an excellent health condition.

Another important result of the algorithm is that it is able to highlight the presence of IRJs independently from the speed of the train. As can be seen in Fig. 2c, in the selected section the speed is very variable and despite this, the analysis highlight both joints travelled at 40 km/h both joints travelled at less than 10 km/h. Furthermore, as can be seen in Fig. 3, the identification is not affected by the high noise due to short pitch rail corrugation highlighted in the figure with red circles (while the orange circle represents also in this case the presence of a switch).
3.2 Repeatability

To confirm the repeatability of the identification, it is possible to compare the results of the measurements carried out in two different days on the same line. An example of the identification of the left IRJs is proposed in Fig. 4 considering a section of 2.5 km. The number of joints reported is almost identical, while the actual acceleration values are slightly different depending on the travelling speed. This result prove that the identification of the joints is robust although a method should be defined to correct the absolute value considering the speed of the train.

Fig. 2 Example of the accelerations measured on the left axle boxes (a), results of the algorithm of identification (b) and train speed profile in the analysed section.
4. FUTURE DEVELOPMENTS

The work presented in this paper is in a phase of development and, at the moment, we are looking at whether it is possible to identify a "signature" in the time history of the accelerations at the passage of the train over a IRJ. The idea is to identify a characteristic trend due to the passage over a joint and then to extrapolate from the overall acceleration only the information due to anomalies in the joint.

Fig. 5 shows a diagram of how this idea could be developed considering the measurements carried out on a new experimental train where, on both bogies of a car, eight vertical accelerometers were positioned both on the axle boxes and on the chassis of the bogies near the primary suspensions. In all the graphs, the accelerations measured on the bogies are reported in the upper part while in the lower part those measured on the axle boxes are presented.
The analysis process could be:

- a - the joint is identified and the accelerations measured crossing it are extracted;
- b - the measurements of different accelerometers are compared;
- c - the average behaviour (red line) and variations with respect to it (orange line) are extracted;
- d - from the comparison between average trends in many different runs, a sort of "signature" of the response to the joint is obtained, while from the variations with respect to the "signature" damages to the joint are identified.

For simplicity, the procedure has been shown in the time domain, but it is possible to carry out a similar analysis also in the frequency domain. At the moment, both the approaches are under investigation considering also intermediate algorithms as the analysis by means of the wavelet transform [7].

![Diagram of the procedure](image)

**Fig. 5** Diagram of the procedure to extract a signature and of an index of the defect of the IRJ from the behaviour of the accelerations measured on the bogies (upper graphs) and on the axle boxes (lower graphs).

### 5. CONCLUDING REMARKS

The preliminary results showed in this work prove that the approach used is promising and, although it is in an initial phase, it is able to detect IRJs. Considering the presented analyses, the following conclusions can be drawn:

- accelerometers placed onboard are able to identify insulated joints;
- the algorithm developed proved to be robust independently from the speed of the train;
the use of the Kurtosis ensure that the results are not affected by the high noise due to rail irregularity.

The results show the effectiveness of the procedure and indicate that at least a first selection of the most damaged joints could be carried out by means of onboard measurements.

The work is progressing and at the moment the main objectives to be achieved are:

- a formulation should be defined to correct the absolute value of the acceleration considering the speed of the train;
- the analysis of the behaviour of the acceleration in correspondence of the joints could be deepened considering many different passages;
- typical "signature" of the defect could be found but it is necessary to investigate whether it is possible to identify this signature in the time domain or in the frequency domain.
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ABSTRACT
Condition monitoring of rolling stock and infrastructure is becoming a key requirement for railway companies throughout the world, which are making a significant effort to equip commercial trains with diagnostic systems, to gather data daily instead of periodically as currently allowed by special-purpose diagnostic trains. This paper is part of a long-term work in which a diagnostic system, previously proposed by the authors, is being developed in cooperation with rolling-stock manufacturers, train operating companies and the Italian infrastructure manager. The system is able to monitor the pantograph and the overhead contact line through automatic data acquisition and post processing in a wayside server, and should help shifting maintenance operations from time-based to condition based approaches. As a further application, the paper is focused on the detection of defects in a rigid overhead contact line. Numerical simulations of a healthy and a defective line are carried out to address the problem of signature definition for the identification of the defects.

Keywords: pantograph, rigid overhead contact line, diagnostics.

1. INTRODUCTION
Automatic condition monitoring is becoming a key requirement for railway companies worldwide, and diagnostic systems are being tested all around the world. They are based on sensors placed on-board train or directly on the infrastructure, as well as on image processing systems for automatic recognition of patterns. The entire diagnostic system is composed of several basic steps:

- measurement of significant parameters, by means of sensors, to gather data related to the status of the investigated elements/subsystem;
- localisation of the considered elements/subsystems along the network;
- data processing to extract meaningful indexes, to compress the amount of data still retaining the relevant information. Data processing can be on-board or off-board;
- creation of a database to be used for off-line analysis. This is achieved by transmitting the data set (or indexes) from the processing unit to a central server;
- database analytics, to perform data fusion from different sources and data fusion with other sources, especially the outcomes of the inspection trains, required by standards.

The present paper deals with the first step of the entire process of diagnostics. It is focused on the extraction of signatures or patterns of defects in the overhead contact line, to be obtained from the processing of accelerations measured on the collector strips of the pantograph.
In the last years a measurement set-up and processing unit for condition monitoring of pantograph and overhead contact line was developed ([1], [2], [3]), both for high-speed
trains, and conventional rail network. The system is based on the measurement of pantograph collector accelerations through fibre optic sensors. Raw data are processed in real time on-board train to obtain indexes, computed by pantograph control units, related to pantograph damages or to distributed or localised defects of the contact line. The actual position of the train along the line is calculated by an algorithm run in an auxiliary board of the DIS (Driver Information System), relying on map-matching of GPS data and odometry. The data are subsequently transferred to a wayside server, where they can be analysed and compared for trend analysis. Thanks to the data gathered daily from commercial trains, the system should help shifting the pantograph inspections from time-based to condition-based approaches, and it will also allow the early detection of incipient defects in the overhead contact line, allowing a more frequent delivery of information on the status of the overhead line.

Previous works by the authors dealt with the pantograph operating under a standard wire catenary but, since in the last decade the attention of operators and manufactures has also turned to the so called rigid catenary system, the present paper focuses on this type of overhead contact line. Rigid catenary (also named conductor rail) is composed of a series aluminium extruded bars from 10 m to 12 m long, bolted together to form a continuous long beam discretely supported. Although traditionally confined to lower speed range (lower than 120 km/h maximum), application for moderately higher speed (say up to 160 km/h) or proposals for high speed application (in the range 200÷250 km/h) can be found. This is the case of long tunnels, part of a medium to high speed network, where the rigid catenary is gaining interest thanks to its reduced dimensions and lower maintenance requirements. The higher structural strength is another important property, relevant for risk assessment. The drawbacks of the rigid catenary are its singular points that require particular attention, like the connection with the standard catenary wire (if any) and the insulating sections, and the fact that a pantograph in contact with a rigid catenary system is more sensitive to local geometrical defects. Consequently, their impact on the quality of current collection is generally higher compared to the case of a standard wire catenary.

Following a similar approach adopted in previous works ([2], [3], [4]), in this paper numerical simulations of the dynamical interaction between the pantograph and the rigid catenary are performed through the software PCaDA [5], and then used to extract indexes from the simulated collector acceleration, treated as the real measured raw data. The analysis is performed by simulating two local defects with increasing intensity, and by analysing the trend of processed RMS levels from the undamaged reference condition to the fully damaged condition. It is demonstrated that the presence and the intensity of defects can be detected by comparing the data with those of a reference operational condition.

2. ARCHITECTURE OF THE DIAGNOSTIC SYSTEM

The proposed pantograph diagnostic system is based on the measurement of collector accelerations. The costs of a system for a diagnostic application must be contained to allow the applicability on commercial trains, so the measuring set-up proposed is simplified by using only two accelerometers for the entire pan-head [2]. The two
sensors are placed in a crossed configuration (Fig. 1), so that when the contact point moves laterally due to contact line stagger, a defect in the contact line impacting on the pan-head is significantly detected by at least one of the two sensors [2].

Fig. 1 System layout: positioning of accelerometers on the pan-head

Accelerometers allow to deal with a relatively large frequency range (up to 200 Hz), so that also the deformable modes of vibration of the collector are included in the analysis, and a higher increase in the signal power is achieved when the pantograph impacts a defect in the overhead contact line.

3. PANTOGRAPH MODELLING

The pantograph is modelled through lumped masses, representing the equivalent mass of the articulated frame and the masses of the collectors as rigid bodies, and through deformable collectors modelled with a modal superposition approach [5],[6]. Table 1a reports the parameters of the lumped masses model, Table 1b the modal properties of the first three flexural mode of the collector, identified in [6]. The mass of each collector \( m_c \) is pertinent to the rigid vertical mode, with amplitude equal to one in the vertical direction. The terms \( k_c \) and \( c_c \) in Table 1a represent the total stiffness and damping values of a single collector, sum of the two suspension springs located on the left and right side. The generalized forces applied from the left and right springs on each collector are evaluated, for each mode of vibration, through the corresponding shape functions.

(a) Articulated frame  \( m_f = 13.2 \) [kg]  \( k_f = 60 \) [N/m]  \( c_f = 90 \) [Ns/m]

(b) Single collector  \( m_c = 4.2 \) [kg]  \( k_c = 1356 \) [N/m]  \( c_c = 30 \) [Ns/m]

Table 1: Data for Pantograph model. (a) Rigid model parameters. (b) Deformable modes parameters. *Modal mass values are relevant to the mode shape amplitudes normalized as in [6]

Fig. 2 shows the collector mode shapes [6], with a detail, in Fig. 2b, of the normalized shape functions in the range actually interesting the contact strips (i.e. ±0.4 m from the centre of the collector).
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In Fig. 2a, it is possible to observe that the maximum displacements are localized in the lateral horns. Consequently, the maximum normalized displacement in Fig. 2b is rather low, and equal to 0.2. The nodes of the mode shapes are out of the contact strip range for mode No. 1, whereas in the case of the antisymmetric mode No. 2 there is a node in the middle of the collector, and for mode shape No.3 there are two nodes at a distance of 0.33 m from the centre of the collector.

The accelerations generated by a contact line defect at the location of the sensors on each collector (i.e. η in Fig. 1) are evaluated through modal superposition, based on the acceleration values of the vertical rigid motion $z_r$, of the modal coordinates $q_i$, and of the corresponding mode shape values $Φ_i(η)$.

$$\ddot{x}(x, η) = \ddot{x}_r(x) + \sum_{i=1}^{3} Φ_i(η) \ddot{q}_i(x).$$

### 2. RIGID CATENARY AND DEFECT MODELLING

The main singularities of a rigid catenary system [7], which may evolve in defective hot spots, are sections overlaps, expansion joints [8], fixed-points, rigid-flexible transitions, section insulators and bolted joints connecting adjacent conductor rails. In the numerical model adopted [5], Eulero-Bernulli beams are used for suspension arms and for the overhead conductor rails, the latter having stiffness and mass properties of the section composed of the conductor rail and the clipped-in contact wire. Two kinds of singularities are specifically modelled: bolted joint and section insulators (schemes in Fig. 3). At the locations of bolted joints, the section properties of the beam are modified to consider also the mass and the stiffness properties of the splice. Section insulators are modelled in detail by considering the properties of the insulating fibre glass beam, and by modelling all the lateral auxiliary swords driving the pantograph contact along the insulated section, numbered from 1 to 6 in Fig. 6b. As in the case of flexible catenaries, overhead line geometrical irregularities are introduced in the rigid catenary model, which allows considering the difference between nominal design and actual installation, and ultimately getting contact force results comparable to experimental measures. The following irregularities are therefore considered in all the simulations, including the model of the healthy line assumed as reference:

- variability of span lengths: ± 0.25 m;
- variability of suspension heights: ± 0.005 m;
straightness error of conductor rails: ± 1‰
angular misalignment of conductor rails at bolted joints: ± 0.1 deg. (Fig. 3).

The angular misalignment of adjacent conductor rails in a bolted joint is further studied as a possible defect which may evolve due to bolt loosening. Fig. 3a shows a scheme of the component considered: the joint plate (dashed square) is 300 mm long, bolted to the left and right conductor rails. By admitting a design clearance of 0.5 mm in the coupling between the plate and the conductor rail, a maximum angular misalignment (2φ) equal to 0.38 degrees may occur in the two adjacent bars. Such a defect is introduced in the simulations by firstly considering an angle 2φ equal to 0.19 degrees, which is half the maximum value and almost twice the angular misalignment considered in standard irregularity (i.e. ± 0.1 degrees, as indicated in the last bullet point in the list above). As a second step, the maximum misalignment of 0.38 degrees is simulated to seek for a trend in the RMS level from the undamaged to the fully damaged condition.

Fig. 3 a) Scheme of the bolted joints of adjacent conductor rails: angular misalignment. b) sketch of an insulating section (1 and 6 are conductor bars, from 2 to 5 auxiliary swords)

Fig. 4 reports the static deformed shapes of the rigid contact wire corresponding to the reference case and to the case with a defect at the bolted joint with position x=181.5 m (angular misalignment equal to -0.19 degrees). In Fig. 4a the static deflection of the entire catenary is visible, with the suspension positions highlighted through red squares (spacing 8 m). The vertical dashed lines identify the section close to the defective joints, which is enlarged in Fig. 4b. It is possible to observe a variation of the deformed shape, due to the presence of the defective joint.

Fig. 4 Static deformed shapes of the rigid contact wire. Standard and defective cases. (a) Catenary length considered for the analysis. (b) Enlargement close to the defective joint.
The stagger value of the contact line at the position of the simulated defect is equal to 24.6 mm, which means that the contact point on the collectors is close to the node of the second mode of vibration represented in Fig. 2b. A second defect is simulated in a section insulator, by generating a misalignment between the contact wires that the pantograph encounters when exiting the insulated section. Two anchor points of the swords numbered with 4 and 5 in Fig. 3b are lowered respectively of 1 mm and 2 mm, generating an additional inclination of each sword equal to 0.06% and 0.15%.

3. SIMULATION RESULTS AND DEFECT IDENTIFICATION

Fig. 5 reports the contact force results of the simulations carried out at 160 km/h with the reference and the defective bolted joint, for the two frequency ranges equal to 0-20 Hz (Fig. 5a) and to 0-150 Hz (Fig. 5b). At the location of the defect (i.e. x=181.5 m), a perturbation of the contact force is visible in the signal corresponding to the 0-20 Hz range, but the contact force peak does not exceed normal peak values. On the contrary, an outstanding contact force peak is observed in the 0-150 Hz range.

This peak could not be observed in a standard contact force measurement system, due to its limitation to 20 Hz (as required by the EN50317 standard), and this is one of the reasons why researchers are trying to extend the contact force measuring range above 20 Hz. However, with the current techniques, the contact force is not measurable over this frequency, especially on commercial trains, so that the measurement of accelerations [2] or collector strains [8] is being proposed for the purposes of condition monitoring.

Fig. 6 shows the accelerations of the leading collector and the corresponding RMS evaluated over a short time window with width T=0.2 s, and 90% overlap between subsequent windows [2].
Fig. 6  Acceleration and RMS analysis. Bolted joint. (a) 0-20 Hz. (b) 0-150 Hz

The top figures report the raw signals, the bottom ones the corresponding RMS. The data in Fig. 6a correspond to the frequency range 0-20 Hz, those in Fig. 6b to the range 0-150 Hz. The acceleration RMS in the 0-20 Hz range shows a peak at the location of the bolted joint defect, which cannot be easily distinguished from common RMS variability. On the contrary, the RMS of acceleration in the 0-150 Hz extended range can identify the defect, with an RMS peak which is twice the highest peak of the background level. The extension of the measuring range up to 150 Hz, and the inclusion in the analysis of the frequencies related to the collector flexural modes, are therefore essential to strengthen the identification of the defect.

Fig. 7  Accelerations of leading collector degrees of freedom. (a) Rigid vertical mode. (b) First flexural mode (symmetric). (c) Second flexural mode (antisymmetric). (d) Third flexural mode (symmetric).

When the maximum misalignment of -0.38 degrees is simulated at the bolted joint, the RMS peak further increases to 19 m/s² in the 0-150 Hz range, showing for this singularity an increasing trend in the RMS peaks from the undamaged condition to the fully damaged condition.

Fig. 7 details the contributions of each mode of vibration of the collector to the acceleration peak in Fig. 6b.
The accelerations with the highest power content are those corresponding to the first and third flexible modes of vibration (Fig. 7b and Fig. 7d respectively). The second mode of vibration (Fig. 7c) is not much excited in correspondence of the defect, due to the actual stagger value (i.e. 25 mm) making the contact point close to the node of the mode shape.

The results relative to the healthy and defective section insulators are reported in Fig. 8, with the indication of the RMS peak ratios (damage over healthy). As in the bolted joint case, the 0-150 Hz range shows a higher peak ratio (Fig. 8b), consequently easing the identification of the defect. A higher RMS level is obtained in the standard case of this singularity, compared to the case of the bolted joint, due to the fact that the pantograph gets in contact with a high number of contact wires when transiting under the section insulator.

Fig. 8 Acceleration and RMS analysis. Section insulator. (a) 0-20 Hz. (b) 0-150 Hz

Nevertheless, the presence of the defect further increases the RMS peaks, and the defect can be identified by comparison with the reference case. This implies that the data analysis in the wayside server should not be simply done by setting a threshold value for the RMS along the entire line, but carrying out a preliminary mapping of the line to set a reference value for each singularity, which can only be feasible if the data are automatically correlated to their actual position.

8. CONCLUDING REMARKS

The paper investigated two kinds of defects in a rigid overhead contact line, by means of numerical simulations, finding a procedure to extract a meaningful index from collectors’ accelerations. The simulated defects are a misalignment in the bolted joint connecting two adjacent conductor rails, and a lack of parallelism in the swords of a section insulator. The RMS analysis in the 0-150 Hz allows a more robust identification of the defects, whereas the RMS peaks in the 0-20 Hz range can hardly be distinguished from the background RMS variability. The inclusion in the analysis of the frequencies related to the collector flexural modes is therefore essential to strengthen the identification of the defects.
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ABSTRACT
In certain cases the railway track having almost failure-free track geometry can however be non-proper for carrying normal railway traffic. The stiffness and the damping (the dynamical stiffness) of the stone bed – which is apparently constant – can change significantly along the track (due to stone-bed loosening, eventual hardening, etc.), thus the qualification of the elastic rail/stone bed system should take into consideration the different axle load levels up to the maximum permitted axle-load, as well as the different speed limits up to the maximum permitted speed. This qualification, this track failure recognition can be supported by an appropriate track measuring vehicle which makes it possible to evaluate the dynamical stiffness variations along the track from the time dependent vertical motion signals measured on the vehicle by using parameter identification procedure [1]. This paper deals with the structure examination of the vehicle (the vehicle with the measuring wheel-set) and the track system based on static and dynamical models. The paper looks for those necessary and sufficient model structures with the help of which the dynamical stiffness of the railway track can efficiently and reliably be approximated and estimated.
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1. INTRODUCTION
The invisible vertical stiffness and damping of the stone-bed of the permanent way can significantly vary along the track-length (stone-bed loosening, stiffening, etc.), thus the track subsystem consisting of elastic rails, sleepers and stone-bed can only be successfully qualified when the track is loaded by a constant vertical force through an appropriate measuring wheel-set. This qualification, this track-stiffness and damping state identification is supported by the appropriate track measuring vehicle, which makes it possible to measure the vertical accelerations of the bogie-frame close to the axle-boxes of a measuring wheel-set, and from these time varying measured vertical accelerations conclusions can be drawn concerning the track-length dependent variations in the dynamical parameters of the railway track. This study deals with the structure analysis and parameter-sensitivity examination of the elements of the system measuring vehicle/track. Our method seeks for those necessary, but at the same time sufficient model structures, by the help of which, the dynamical stiffness of the railway track can efficiently and reliably be approximated and estimated.

2. THE SUB-SYSTEMS OF THE „VEHICLE/RAILWAY TRACK” SYSTEM
2.1 Sub-systems of the railway track/vehicle system
The vertical contact force means the connection between the railway vehicle and the track. Along the action line of this vertical connection force the vehicle/track system can be divided into sub-systems: the time dependent (inner) vertical force which depends also on the vehicle motion state exerts time-parallel excitation effect on the track and through the wheel-set also the vehicle receives excitation, thus the sub-systems possess dynamic features. The vertical connection force is basically the static wheel-set force, to which time dependent dynamic force is added which depends also
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on the motion (vibration) state of the vehicle, the travelling speed and the track irregularities (unevennesses).

In case of investigations into the structure of the railway track/vehicle connection it seems to be reasonable – especially in case of track of good quality and in case of low motion speeds – to examine the connection of the massless but elastic so called static (S) sub-systems and in the reality dynamic (D) mass possessing sub-systems. From among the 4 connection-pairs (see Fig. 1), here now the connection of the statically loaded measuring wheel-set (represented by a constant force) and the different track structures is analysed (sub-systems S-S and S-D).

![Fig. 1 Possible connection structures of the sub-systems vehicle and tracks](image)

### 2.2 Mechanical model of the track

The elastic stone-bed practically continuously supports the rail-beam which can be considered to be infinite long, thus the track can be described by a homogeneous Winkler-supported beam (continuum model). The track irregularities come basically from the variation in supporting stiffness of the stone-bed, which is complemented with the variation in damping, eventually also in mass distribution of the stone-bed. In case of irregularity-less track the effect of the moving static load causes a constant deformed shape, which is traversing the track at a constant speed, the moving deformed shape is independent of the mass characteristics of the track.

In the reality, however, the sleepers represent considerable mass concentration (in an equidistant tact). On the other hand, the rail-beam considered to be homogeneous is supported only sleeper by sleeper, therefore only local supports carry the rail (in case of standard railway tracks) and a similar local force-transfer character appears concerning down to the stone bed. The mentioned deficiencies can be eliminated by using discretized track model, see Fig. 2. It is to be noted, that in case of irregularity-less track as an effect of the moving static load in the spatial coordinate slowly changing deformed railshape-wave can move along the static track. All the same, taking into account the masses of the track (dynamic model) one can expect evolution of position, time and vehicle-speed dependent vibrations, being in coherence with the steady state.
In the discretized model of the track the infinite long continuum beam representing the rail loads the sleepers elastically (Fig. 3), and the latter load the elastic track-bed (characterised by an appropriate sequence of replacing springs). The stiffness characteristics of a specified rail section is described by the stiffness matrix of the 4-degree of freedom finite element of the elastic beam, in accordance with the rail material, rail cross-section and element-length. The mass characteristics of the rail-section are mass points attached to the end points of the beam element (lumped masses), thus the dynamical behaviour of a rail-beam element is described by the vertical displacements of their ends. The angular displacement co-ordinates can easily be computed from the two displacement time function mentioned. The sleepers are modelled by discrete mass points.

Between the rail and the sleeper there is a pre-stressed rubber pad. There was a shortage in information about the real stiffness, so this latter stiffness was included in the stiffness of that spring element that describes the stiffness of the stone bed. This procedure means that the displacement of the rail over the sleeper has been taken to be equal to the displacement of the sleeper (merging of displacements, Fig. 4). This merging is error-free in the case of the formerly introduced relation S-S for the track-vehicle connection. Nevertheless, for track models having mass characteristics, the latter merged model carries change also in structural sense in the investigation into the sub-system pair S-D. The merged model in Fig. 4 has the advantage, that it is not necessary to solve further additional differential equations for determining the motion of the sleepers. (The applicability of the mentioned structure change in case of track modelling should be checked in the following.)

The railway track – the permanent way – is practically infinite long. Due to experiences the rail-beam and the whole track takes the wheel-load only on a finite track length. For the dynamical investigation into the question it is necessary and at the same time also sufficient to select a finite track length. The so called “stiffness length” belonging to the nominal static load of the track is a (measurable) track characteristics [2].

The track constructor and track maintenance people in part carry out the control and qualification of the vertical stiffness properties of
the track by using the concept of “stiffness length”, [2]. The latter per definition is the distance measured from the action line of the vertical load, up to those points on the rail where the vertical deformation function of the rail first changes its sign.

If the double value of this “stiffness length” is considered to be the minimal track-length, then the vertical deflection at the end of the section is about 1% of the maximum vertical deformation at the action line of the loading force (Fig. 5). It is a natural question if the latter percentage value remains valid also in case of time dependent wheel-load and varying track-bed characteristics, resp. the question arises, how the effect of the neglected (principally of infinite length) track parts can be described, or eventually the latter effect is negligible. (The exact survey of the last topic requires further research activities.)

2.3 Modelling of the excitation

The static vertical connection force moves between two sleepers, in such a way that the force effect can be modelled as to two dinams acting on both ends of the beam element (S-S). In the case of the dynamical track model (S-D) the close neighbourhood of the force application point is refined and the rail-beam elements are of varying lengths (10, 20, 30 further on 60 cm span). In such a way the dynamics of the track model can be described by reasonable number (35) of displacement functions, when a 12.6 m long track section is examined (Fig. 6).

2.4 Connection of the sub-systems (S-S)

On the one hand, this examination gives basic information about the static properties of the jointed system, and about the stiffness properties and numerical behaviour of the track sub-system through solving the static equation, on the other. In Fig. 7 the deformation surface of the rail can be seen over the 12.6 m track-length, whereas the force moves over the length span [6, 6.6] (2 degree of freedom elements of varying length, the load appears in the form of distributed forces). Virtually, a curve section resulted by the bending deformation proceeds along the track with a deepest point depending on the position of the loading force.

However, if the settlement of the wheel-tread – as the force application locus – is examined between two sleepers, i.e. the moving effect-plot is determined, the additional elastic deformation of the rail over the support-span can be well observed, the value of which can be characterized by about 3% degree of irregularity (see Fig. 7). By the latter
our former conjecture has been proved, furthermore we can conclude with higher safety concerning the case of the vehicle-track connection of type S-D, in the case of moving static wheel load (S) the track of non-zero mass (D), the rail of the track undergoes to vibrations depending on the speed of the vehicle (moving, position-dependent, steady state).

Fig. 7  Static deformation surface of the rail and the moving effect-plot of the force application between two sleepers

3. DYNAMICAL ANALYSIS OF THE RAILWAY TRACK LOADED BY STATIC FORCE

The track model containing mass-characteristics should be loaded by constant moving forces in accordance with the controlled static load caused by the measuring vehicle, i.e. the connection of S-D type sub-systems is analysed based on the solution of the differential equation. A direct numerical solution however does not lead to result (un-stable solution), because the system consists of elements of highly different stiffnesses. (The numerical inaccuracy has been observed already in case of the static equations.) Components with frequency content emerge practically only as static components in the response function. (Due to the static equilibrium the mentioned components are not negligible.) The question is, which components should be described by dynamical equation. From among the dominant modal parameters of the track practically it is enough to examine only the symmetric components (see Fig. 8). Namely the anti-metric components play less role in the response function of the system, because they are less (or almost not) excited (the node-point of the vibration plot is in the close neighbourhood of the excitation input). The eigenfrequency of the vibration component of lowest frequency is over 40 Hz, whilst the dynamics of the vibration components over 150 Hz are neglected. (The latter approximation is valid for the anti-metric components, as well.)
These thoughts can emerge when investigating the specific influence of the dynamical components. We may assume that practically under the static load deformed wave is moving under the vehicle’s wheel-set in accordance with the speed of the vehicle, thus the basic frequency of the parametric excitation is \( f_{\text{basic}} = \frac{v}{L} \) \([\text{m/s}] / [\text{m}] = \frac{\text{1/s}}{\text{m}} = \text{Hz}\). Taking into account the real parameters valid for the case of the track measuring vehicle BME PM 001 (\( v = 100 \text{ km/h} \), stiffness-length \( L \approx 6 \text{ m} \)), the excitation function, namely the basic frequency of the appearance of the track unevennesses \( f_{\text{v,Max}} \) is under about 4.5~5 Hz (Fig. 9). However this means, that the frequency of excitation at all modal components to be taken into consideration in the track model, is under the 1/10 part of the eigen-frequency.

In the case of vibration components of higher frequency this ratio is even less. Thus, in those displacement components which belong to the latter components the dynamical influence is practically (and even increasingly) negligible, and is appearing only as static signal component in the displacement of the track sub-system. Based on the aforesaid, the response components in question can approximately be computed by using the static equations and overall so, the time dependent response of the track can be determined by means of a numerically stable DAE solution.

The numerical procedure has been tested by an artificial moving load process: the wheel is moving to and fro between two adjacent sleepers at a constant speed \( v = 10 \text{ m/s} \) (shuttling).
Fig. 10  Morphosis of the track surface at the shuttle motion between the sleeper-pair (v=10 m/s)

The load moves within a finite track length, so the applicability of the simulation-purpose model can be tested (structure and parameters, numerical method), since the motion characteristic at a time point \( t + dt \) can uniquely be computed knowing the value of the motion characteristic at time \( t \), (see Fig. 10). In the course of the shuttle motion practically after twice covering (at \( v=10 \) m/s) the distance between the adjacent sleepers evolves the motion belonging to the steady state motion, which is depending on position, time and travelling speed. The time dependent track surface proves in a graphical way, that the system response is stable, thus the elaborated track model is proper for further applications (at other track length, speed, numerical integration step-length, as well).

The response functions belonging to the above shuttle motion were determined for the track model containing only stiffnesses (massless model), using exclusively the static equations. (Comparative examination of the S-S and S-D track-vehicle structures). The deviations of the two track surfaces evolved under the same loading process is visualized in Fig. 11. The scale is identical to that of applied in Fig. 10. It can be ascertained that in steady state the rail motions are practically independent of the model structure, especially in the close neighbourhood of the moving wheel-tread.

4. APPLICABILITY OF THE FINITE TRACK SECTION MODEL IN CASE OF TRANSLATORY MOTION OF THE VEHICLE

By having built up such a condensed model, which can describe the track-vehicle connection in a stable way, it has already become possible to examine such a track section of finite length over which the measuring wheel-set moves between two sleepers, only. Nevertheless, in case of real vehicle motion, this finite track length describing model structure touches (and then leaves) a newer track section (between two newer sleepers) of unknown properties in the simulation procedure (section-wise shifting). In this case the influence of the track parts being out of the domain moving in accordance with the vehicle motion there emerges as an unknown boundary condition in the system model to be actually examined.

The problem arises due to the fact that the rail motions are unknown prior to the considered finite track section (the window), thus also both the displacement and the velocity of the entering new sleeper are unknown. For giving estimation, approximate description concerning the unknown motion charac-
teristics, in principle there would be a demand for introducing such an additional member, which describes the influence of the track section of infinite length being out of the window. If it would be possible to compose such a structure, even its parameters, the in the future to be recognized and measured system (track-bed) parameters would be sure unknown. Maximum the averaged parameter values, belonging to the homogeneous track could be taken into account in the above mentioned way.

It seems to be a more realistic solution, if the conditions accepted for the static case are extended: the motion (deformation and velocity) of the track section (entering edge) being out of the window can with good approximation be negligible. More exactly, only for the motion of the entering sleeper point is supposed the standstill (both the displacement and the velocity are zero). But by such a method also a parametric excitation is generated in the course of simulation. The influence of this mentioned excitation should be treated (see Fig. 12).

One can characterize the shift-backed track surface (Fig. 13) generated by the wheel (wheel-load) moving at 20 m/s constant speed along a homogeneous track: after covering a distance of 3 sleeper-distance evolves the motion belonging to the steady state, witch motion is position, time and travelling speed dependent. This structural result was expectable on the basis of our conjecture formulated with the treatment of the properties of sub-systems of type S-S. (With the visualization the deformed track surface segments are 60 cm-wise “pushed back”.)

The elaborated simulation-based track model can be applied also for the examination of the connection of type S-D sub-systems (track length, local shift, speed, numerical integration). Using sectional windowing, when the unknown motion state of the entering new sleeper point is replaced by the still-stand state of the former, an (unknown) parametric excitation is generated with the simulation (which excitation does not exist in the reality).

Fig. 12 Process of the section-wise varying model structure changing

Fig. 13 Morphosis of the push-generated track surface (travelling speed: v=20 m/s)

The influence of this latter excitation does practically not appear in the dynamical behaviour of the system. As a matter of fact, only those system properties and responses remain in force which are in accordance with the steady state, we would like to examine.
The applicability and goodness of the numerical analysis is proved, if its results are compared with the results concerning the structure S-S. (Comparative examination of the vehicle-track structures S-S and S-D.) The deviation between the two shift-backed track surfaces with respect to the static surface is visualized in Fig. 14. It can be stated that in steady state the rail motions are practically independent of the track model structure, especially in the close neighbourhood of the wheel-tread, up to \( v = 20 \text{ m/s} \) travelling speed. To tell the truth, the applicability of the simulation method elaborated for the dynamical analysis of the track can be read out from the comparative diagram of the wheel-tread motions (motions at the excitation point, in Fig. 15 for \( v = 20 \text{ m/s} \), and for structures S-S and S-D). After having evolved the steady state, a periodic motion appears under the wheel moving between two adjacent sleepers, as a function of position and time, which motion carries the modal vibration components, characteristic for the track. The time and position dependent deflections between the sleepers are larger in the system possessing mass (S-D), as in the massless track model (S-S) containing spring-elements, only. In case of a static model the deflection at the wheel-tread is only position dependent.

With increasing travelling speeds the deviation caused by the different structures changes in a characteristic way, its measure increases (see Figs 16, 17, 18). The measure of the mentioned deviation is significant (3...4 times greater) in comparison with the unevenness of the static model, but considering the absolute deformations, deflections, these values are still almost negligible. Thus the measuring wheel-set is dwelling practically at a constant vertical position independent from its horizontal motion. (In our example, this vertical position is about -2.88 mm. The figure represent the functions in a range of \([-3, 0]\) in mm, but the sub-range \([-3,-2.5]\) in mm has also been blown up.)

5. EXAMINATIONS WITH TEST TRACK

The applicability of the connection model elaborated for homogeneous track and the reliability of the numerical procedure will be visualized for the case of track irregularities (variation in stone-bed stiffness) caused by disturbances realized by typical test signals. The layout of the test track is as follows: a straight track of length of 18 m is taken, the track stiffness under the sleepers are nominally homogeneous, but for the sake of generating parametric disturbance, 50% decrease in stone-bed stiffness is allowed over a section of length of 1.8 m (as designated in the figure, a length among 4 sleepers). The measuring wheel-set of constant static load runs along the test-track at a constant travelling speed. For different travelling speeds and for different connection structures (S-S and S-D) the absolute and relative beam displacements at the wheel-tread are shown in Figs. 16, 17 and 18. On the basis of the results received for the examined speed range the following statements can be presented:

- on a homogeneous track section the steady state is achieved after about 0.1 s duration, independent of the travelling speed (the solver algorithm starts from the static position as initial condition);
- in case of travelling on a homogeneous track the unequal vertical motion (vibration) among the sleepers is moderately increasing with the dynamical track model and in the majority the latter results in greater deflections compared with the values computed by the static model;
- but the measure of the mentioned differences can almost be neglected, thus with the longitudinal travelling motion of the measuring wheel-set the track unevenness function (signal form) practically identical with the static deformation of the track passes along (traverses) the railway track;
on the track section loaded by local stiffness deviation (decrease in stiffness) the deflection of the wheel tread point significantly increases (from 2.8 mm to about 4.5 mm), practically independent from the track model structure (structures S-S and S-D);

- when passing along the sections loaded by stiffness deviation the difference between the results received for the two structures (the results for structures S-S and S-D) one can observe the uneven motion form between the sleepers, which deviates only in a little measure from the signal form experienced on the homogeneous (irregularity-free) track sections;

- on the track sections loaded by local stiffness deviation the track deflection under the wheel-tread significantly increases (from 2.8 mm to about 4.5 mm) practically independent from the track, which all the same deviates only in a little measure from the signal form experienced on the homogeneous (irregularity-free) signal forms structure versions S-S and S-D;

- also when passing through the sections loaded by stiffness irregularity on the deviation functions (characterising the difference between structures S-S and S-D) one can observe the uneven motion between the sleepers, which deviates only in a little measure from the signal form experienced on the homogeneous (irregularity-free) track section;

- thus, independent from the value of the stone-bed stiffness (irregularity loaded vs. irregularity-free track) practically the same behaviour can be observed, independent from structure of the track model;

- in this way the measuring wheel-set returning to the irregularity free track section obviously the same wheel-tread motion forms, what it did before the disturbing irregularity;

All these means that the static track model describes practically the same track surface in the examined speed range and stone-bed stiffness range than the one generated by the dynamic model. Thus, by solving the static equations one can already get estimation, prediction about the state of the railway track.

6. CONCLUSIONS

In this paper the discretized model of the railway track has been elaborated, which can be proper for the examination of the non-homogeneous track with changing parameters. It has been pointed out, that the static track model generates practically the same track surface (by solving static equations) over the whole examined speed range, as the dynamical model
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ABSTRACT
This paper deals with a numerical modelling of the Powered Two-Wheelers (PTW) dynamic in order to simulate its behaviour during emergency situations. Firstly, a multibody model of a Honda VFR has been developed. It consists of six bodies and eleven degrees of freedom and takes into account the specificities to simulate hard braking, avoidance and slalom manoeuvres. In parallel, a motorcycle was instrumented to conduct a series of emergency manoeuvres in order to validate the model. The experimental tests have been compared to the simulated model and results give good correlations showing that the model is well adapted to simulate emergency situations.

Keywords: Power Two Wheeler, motorcycle dynamics, experimental tests, numerical modelling, multibody simulation

1. INTRODUCTION
In France, users of PTW are less than 2\% of traffic but, in the accidents, represent 43\% of serious injuries and 23\% of killed [1]. One of the different issues can be explained by a problem of the manoeuvrability dynamic capacity of this kind of vehicle for emergency situation. In the field of kinematic accident reconstruction, more or less complex PTW dynamic behaviour models are used to define levels of speed or acceleration achieved by these vehicles. They allow in particular to reconstruct the accident in its different phases of approach, emergency, impact and post-collision. Understanding the dynamic behaviour of these vehicles is difficult during the pre-crash phase because the dynamics of PTW is more complicated than cars and less studied so far [2].

Several PTW dynamic behaviour models have been developed. In 2001 Sharp and Limebeer [3] developed a model with 8 bodies and 13 degrees of freedom dedicated to study the stability and control analysis. The automated model building platform used is AutoSim. This code was used to generate a variety of linear and nonlinear models in symbolic form. In 2004 Sharp, Evangelou and Limebeer [4] improved the previous model. The modifications concerned tyre/road contact geometry, tire properties, monoshock rear suspension mechanism, steering control, parameter values describing a contemporary high performance machine and rider. The new model is used for steady turning, stability, design parameter sensitivity and response to road forcing calculations. Cossalter and Lot [5] developed also an eleven degrees of freedom, non-linear, multi-body dynamic model of a motorcycle with 6 bodies. The originality of the model is that it is implemented with a tire model which takes into account the geometric shape of tires and the elastic deformation of tire carcasses. In 2012, Nasser and M’Sirdi [6] developed a model with 5 bodies and 11 degrees of freedom. The main
objective is to identify the dynamic parameters and evaluate the couplings between the different sub model blocs of the whole studied system. These models have varying degrees of complexity in terms of mechanical representation of the physical phenomena and validity. These models are mainly developed to study the dynamic and the stability of the vehicle. In addition, these models are not dedicated for the purpose of emergency manoeuvre.

The objective of this work is to make a numerical model able to represent the dynamic behaviour of a PTW during emergency manoeuvre. In contrary to other multi body models developed to study the stability in steady-state turning for example, this model has to be able to simulate slalom or avoidance manoeuvre and braking.

2. MATERIALS AND METHODS

2.1 Modelling of the motorcycle

The modelling is based on the multibody mechanical theory [7]. The model developed here is composed of 6 bodies and 11 degrees of freedom (DoF) as shown on Fig. 1. Characterization of suspensions as well as pneumatics force and torque are included respectively in the connections of body concerned. The model has two inputs: the torque applied by the driver on the handlebars and the braking/traction forces. The driver's body is anchored to the frame. Simulation is driven with the scientific software Matlab Simulink/SimMechanics.

Since this software supports only the forces and torque as input, it was necessary to transform the expected (or requested or desired) speed in a positive or negative force applied on the front and rear wheel. A control force proportional to the difference between the setpoint target speed and the speed of the main frame is applied using the equation:

\[ F = k \Delta \omega_c \]  

(1)

With \( F \) the traction force applied on the motorcycle, \( k \) a constant gain and \( \Delta \omega_c \) the difference between the desired and actual speed.

If the speed of the motorcycle is less important than the desired speed, the force applied is positive otherwise negative.

Concerning the tires, the model of Pacejka adapted for motorcycle which accepted large camber angle is used [8]. The university of Delft proposed a module for Matlab Simulink/SimMechanics which was implemented in the global model [9].

The position of the center of gravity, the mass and the inertias of each body comes from the results of an extensive literature review and measurement on the motorcycle [10],[4],[11].

The proposed model takes into account technical and geometrical specificities of the vehicle. These values have been measured on the Honda VFR.
2.2 Experimental tests and motorcycle instrumentation

The best way to validate a model is to compare results from numerical simulations with data acquired during experimental tests. So, a motorcycle Honda VFR 800 was instrumented in order to achieve experimental tests. The motorcycle is equipped with several sensors to obtain the majority of information needed for the study of the dynamic behaviour of a motorcycle and external forces applied by the driver. All the sensors are listed below:

- The roll angle is determined by using two laser rangefinders on both sides of the motorcycle.
- The speed is measured via Hall Effect sensors which are mounted on each wheel. The installed sensors are the same as those that fit the motorcycle ABS system.
- The braking information is double, an On/Off sensor is wired directly on the brake light but information on the braking intensity was missing, so pressure sensors were integrated into the braking system.
- The roll, yaw and pitch rate, accelerations estimation and GPS position (1Hz) are measured with an Inertial Measurement System (IMU).
- The quantification of suspension travel is doing with laser rangefinders.
- The throttle opening is measured with a potentiometer placed on the throttle.
- The context is given by a camera placed on the front of the motorcycle.
- The torque applied by the driver on the handlebar and the steering angle are measured with a sensor placed between the handlebar and the steering system.

In all, more than 25 channels are recorded.

The experimental trials are conducted on a closed track and the motorcycle is ridden by an experimented but non-professional driver.

Three kinds of tests were performed: braking, avoidance and slaloms manoeuvres. Each of these tests is conducted at various speed and performed three times. No ISO standard specifying the layout of specific driving situations exists in literature that is
why the chosen layout for slalom or avoidance manoeuvre are those defined in the new motorcycle driving test in Europe[12] as show on Fig. 2. Braking are made at different speed by operating the front or the rear brake or both.

![Fig. 2 Slalom and avoidance layout](image)

A total of 69 tests was conducted and distributed as follows: 18 avoidances (on the left and right, at 30 km/h, 40 km/h and maximum speed of about 45 km/h), 18 slaloms (entrance on the left and right, at different speeds 30 km/h, 40 km/h and maximum speed of about 50 km/h) and 33 braking (front brake, rear brake, combined braking, engine braking). More than 1700 data acquired were collected and processed.

3. RESULTS

To validate the model in lateral dynamic, roll and steering angles as well as trajectories of the simulation are compared to results obtain by experimental tests for slalom and avoidance at 30, 40 and 50 km/h on right and left (36 simulations). For braking, comparison between speeds and accelerations acquired and simulated is done to validate in longitudinal dynamic, at 30, 50, 70 and 90 km/h with only rear or front or both brake (33 simulations). Results presented here concern speed at 30 and 50 km/h for slalom and avoidance and 30 and 90 km/h with rear and front brake for braking.

3.1 Avoidance manoeuvres

As shown on Fig. 3 at the speed of 30 km/h and 50 km/h the model is able to reproduce the avoidance recorded during experimental test. The two trajectories are comping with the route between the cones. During experimental test it was noticed that for an avoidance at 50 km/h the trajectory is more direct while at 30km/h because the driver had enough time to avoid the cone.

As shown on Fig. 4 the model had a better answer at high speed than at lower speed. At 30 km/h, the entry in the avoidance is similar with data acquired than with data simulated, but in the second part, in exiting, a difference can be noticed. At 50 km/h, the model gives a response in accordance with experimental test. A slight delay can be reported on the results of the simulation with respect to those from the acquisition. For an avoidance at 30km/h, the maximum steering angle acquired is 5° (6° simulated). The maximum steering angle observed during the counter steering phases is about 2°. It can be noticed that the exit of the avoidance is more stressing than the entry. The maximum roll angle acquired is approximately 20° (22° simulated). On the contrary to steering angle, there is no difference between the two phases of the avoidance concerning the roll angle.
For an avoidance at 50 km/h, the maximum steering angle acquired is 3° (4° simulated). Concerning the roll angle acquired and simulated, at 50 km/h, the
maximum is 37° and the entry is more stressing than the exit. This can be explained by the fact that the driver is constrained in entry by the layout but not in exit.

3.2 Slalom manoeuvres

Figure 5 shows the simulated trajectories during a slalom at the two speeds 30km/h and 50km/h. At the speed of 30 km/h the driver had time to browse the slalom that is why the trajectory is more fluid than at 50 km/h. However at the two speeds the model is able to describe a slalom between cones.

![Slalom trajectories](image)

Fig. 5 Slalom trajectories.

Fig. 6 gives the roll angle and the steering angle for slalom at 30km/h and 50 km/h obtained with the model and compared with the experimental acquisition. At 30 km/h or 50 km/h the bigger difference is at the exit of the slalom. The roll angle changes are more brutal at 50 km/h. Indeed, the increasing of the speed decreases the time necessary to react. For a slalom at 30 km/h, the maximum steering angle acquired is 5° (6° simulated). The passage of the last cone is more stressing than the others. It can be explained by the fact that the driver accumulates the constraints of each change of phases. Concerning the roll angle, the maximum value acquired is 20° (22° simulated). The last skirt is less stressing, like the first, because they are not complete. For a slalom at 50 km/h, the maximum steering angle acquired is 6° (4° simulated). Each phases of the slalom is as much stressing as the others. Concerning the roll angle, the maximum value acquired is 30° (32° simulated). The passages of the first and the last cones are less stressing because the driver is not constrained in entry or in exit.
3.3 Braking
Concerning the braking (Hiba! A hivatkozási forrás nem található.), according to experimental test, it has been observed that at the speed of 30 km/h the distance necessary to stop the motorcycle is about 4.3 meters and the mean deceleration is 7.8 m/s². At the speed of 50 km/h the braking distance is nearly tripled and is about 11.4 meters for a deceleration of 7.7 m/s². At the speed of 70 km/h the distance necessary to stop the motorcycle is 18.6 meters and the deceleration is 7.4 m/s². Finally at the speed of 90 km/h, the braking distance is 24.6 meters and the deceleration is 6.5 m/s².

4. CONCLUDING REMARKS
A multi body model which can simulate emergency driving situations have been developed and compared with experimental tests. Globally, the multi body model have dynamical responses in accordance with the real acquisition both in longitudinal and in transversal solicitations. For slalom and avoidance the model is valid between 30 and 50 km/h, and for braking between 30 and 90 km/h. These ranges of speed match the
majority of cases that can be encountered on the road. Indeed, previous study have shown that accident occur at an average speed of 37 km/h [13].

Some improvement can be made on the model, especially in consideration of the driver. A driver model should be developed to take better into account his movement on the motorcycle. But in order to develop a driver model, additional sensors should be install on the instrumented motorcycle to record the roll torque applied by the body of the driver in addition of the steering torque on the handlebar.

Future work will concern the application of the numerical model to real accidents reconstructions involving PTW. Based on parametric studies, the objective is to determine the most probable accident configuration from inputs driver variations. Particular attention will be paid to PTW loss of control since they appear as situations more complex to understand.
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ABSTRACT
Developments of heavy duty commercial vehicle powertrains resulted in the appearance of electric buses and trucks, which are expected to become widespread on the roads in the upcoming years. Main drivers for electrification are reduction of emissions and operational costs. The high power electric system for vehicle propulsion enables the introduction of multiple electrified auxiliary systems on such vehicles. Since the traction battery is the sole source of onboard energy the powertrain and the auxiliary systems are in competition, consequently auxiliary systems are more directly impacting the achievable range. Therefore low consumption and high efficiency auxiliaries are more important than before. It drives the fully electric solutions for vehicle actuation systems like braking, steering, and also for auxiliary systems as door handling, heating, air conditioning, etc. For some consumers e.g. the air suspension the compressed air system might be still required onboard, but long term a significant reduction of compressed air system coverage is assumed for electric commercial vehicles. Electric propulsion gives the possibility to combine brake systems and traction engines in case of braking resulting in the so called brake blending. During the vehicle’s lifetime majority of the brakings are realized in 10 - 15 % of the maximal deceleration range, which can be well covered by the traction motors. Due to the brake blending with traction motors the service brake actuators are rarely involved into the braking, or just used to stop the vehicle in near-zero speed levels resulting in significantly reduced brake pad wear. The reduced actuation number and activation level of the friction brakes is the main driver of reconsidering the brake design, focusing on possible weight and packaging reductions. Major dimensioning principles derived from vehicle dynamics and legal requirements for an electromechanic wheelend sub-systems are included and discussed in the paper. To support mechanical design process and estimate dynamical behaviour of the brake, a simulation model has been set up. The results in terms of energy consumption and system performance are evaluated in the paper.

Keywords: electric vehicle, wheel brake, electric actuation, brake blending

1. INTRODUCTION

Environmental issues of local air pollution and global warming raised technological changes in the automotive sector to transit powertrains from internal combustion engines towards electrified tractions. In this trend commercial vehicles are no exception. The electrification of commercial vehicles is expected first in segments were the daily operation range can be achieved with the available battery technologies. These applications are vehicles operated in the proximity of urban areas, such as distribution trucks and city buses (see Fig.1). Here is anyway the highest pressure from society and politics to achieve zero local emissions. Moreover reduced system complexity and maintenance is also a further driver.

For both of these applications are still a challenge to reduce battery cost and weight, however the charging infrastructure should be no problem, since these vehicles can be charged at the local depot of the operators.

All electrified powertrain technologies are based on the same core components of electric traction engines, power and control electrics and a certain size of traction battery.
Since the sole primary energy available onboard is already in electric form and used for both the traction and auxiliauries therefore there is a competition for this energy to attain a certain operation range. In conventional commercial vehicles auxiliaury system consumption can contribute up to 8-15% from the total fuel consumption, however in such cases there was no big cost impact to compensate the range reduction with an increased size fuel reservoir. In electric vehicles this situation changes significantly since the majority of the vehicle cost is the traction battery. Consequently the efficiency of auxiliauries has a major importance. In this process the electrification of friction wheel brakes is a potential answer, which is the scope of this paper.

2. WHEEL BRAKES FOR ELECTRIC VEHICLES

The friction brake design can be potentially influenced by two major factors on electric vehicles: the one is how the wheel brake contribution changes due to the electric traction, and the other is by electrifying the brake actuation.

2.1 Impact by electric powertrain

Electric power trains are targeting to improve energy utilization by recuperating the maximum amount of kinetic energy where possible. The torque capabilities of electric tractions engines can cover approximately up to 20% of the maximal deceleration requirements at fully laden vehicles. On the other hand most braking maneuvers are in the range of comfort brakings with 10-15% of the maximal deceleration capacity of wheel brakes. Therefore a majority of real life braking maneuvers can be well covered.
by recuperating with the traction engine and only at near zero speeds levels the friction brake needs to be launched, where losses of e-motors are too high. The consequence of this behavior is a significant reduction of brake wear, therefore there are some options to consider this effect in the wheel brake design (see left side of Fig.2.).

Fig. 2 Impacts of electric powertrain (left) and electric actuation (right) to the wheel brake

On one hand this effect enables a reduction of the direct wear material on the brake pad (A) and the disc rotor (B). Both of these contribute in increasing the overall stiffness of the brake caliper requiring shorter effective stroke for the brake actuation (C).

2.2 Impact by electrified actuation
In the past wide research activities were spent on electro-machnic brakes, which used the so called self-amplified brake mechanics to reduce actuator power demands [1-9]. Since electric vehicles have no such shortage of onboard electric power, therefore the complex brake mechanics can be avoided, while the power consumption can be still superior to the pneumatic counterparts. The electrificiation of the brake actuation should target the same actuator interface to the caliper like the pneumatic brake chambers and should fit into the same installation envelope (see right side of Fig.2.). Contrary to electro-pneumatic brakes, which use external pressure modulator to the brake actuators, the control and power electronics for electrified brakes can be better integrated into the actuator therefore the overall number of brake components can be
reduced. Since the brake pads are moved by a translational movement a conversion is required from a rotational electric actuation motor. A spindle transmission option is considered throughout this paper.

3. BRAKE REQUIREMENTS

The wheel brake requirements can be derived from the vehicle dynamic in terms of maximum axle load and deceleration requirements. Here we distinguish between medium duty- and heavy duty commercial vehicles (see Fig. 3). The brake torque difference between the two applications translates directly into the actuator force and actuation power requirements.

![Fig. 3 Basic wheel brake requirements for electric commercial vehicles](image)

4. SYSTEM MODEL DESCRIPTION

In order to investigate the behaviour of electromechanic brakes a simplified dynamic model has been set up (see Fig. 4). The models includes a single balance volume, represented by the inertia \(\theta_m\) of the brake actuator. This rotating enertia is effected by the electro-magnetic torque \(T_e\) of the e-motor. The e-motor is driving a spindle converting the rotational motion to translation with a pitch of \(h\). The spindle is connected to a lever mechanism which realizes a transmission towards the brake pad. The brake caliper is represented with its total stiffness of \(s_0\).

The state equation for the wheel brake model is written in the following form:

\[
\begin{bmatrix}
\dot{\phi}_a \\
\dot{\omega}_a
\end{bmatrix} = \begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix} + \begin{bmatrix} g_1 \\ g_2 \end{bmatrix} T_e. \tag{1}
\]

The coordinate functions from the conservation of motion is given as:

\[
f_i(x) = \omega_a, \tag{2}
\]
where \( k_0 \) represents the total viscous losses of the actuator and \( \delta \) the air gap between the brake pad and the brake rotor.

The electric power supply for the wheel brake was included in a form of a simple voltage source so that the current drawn by the actuators can be accounted.

5. DRIVE CYCLE

The above simulation model has been extensively evaluated using different vehicle applications and their corresponding drive cycles. Here a city bus application is presented. For this application the widely used Ulm city bus cycle has been applied, which is based on a real bus drive cycle in a dense city traffic and corresponding intensive dynamics. Fig.5 shows a portion of test cycle with the vehicle speed and the rated brake torque levels. Note
that in the bus stops a door brake function of the service brake has been applied with 30% rated brake level. The total cycle duration was 90 minutes.

6. SIMULATION RESULTS

An example of the simulation results is given in Fig.6. for a city bus operation with the vehicle speed profile (top diagram), the current drawn from the battery and the corresponding power consumption (middle diagram) and the integrated energy consumption of the brake actuation (bottom chart).

Fig. 5 City bus drive cycle

Fig. 6 City bus drive cycle results of an electric wheel brake
The simulation results showed the following main characteristics. The average brake loads are on the 10-15% range of the rated level in majority of all drive cycles during the movement of the vehicle. The door brake application for bus operation with 30% rated brake level contributes significantly to the brake load spectrum and represents the peak load for such applications.

The wheel brake peak current consumptions are generated mostly from the dynamic application of the brake and less from the static load of the brake force. This is present in short time, high current peaks, however their energy consumption contributions are not high by its short duration. On the other hand there are significant recuperation current peaks form the wheel brake actuators also coming from the brake actuator dynamics with up to 50% of the peak currents. The average power consumption per wheel brake is approx. 100 W in a city drive cycle. The energy consumed per wheel brake in a city cycle was in the range of 10-15 Wh per wheel per hour operation time.

8. CONCLUSIONS

This paper focused to the wheel brake investigations for electric commercial vehicles. It is expected that electric vehicles gain a significant share in the road vehicle population in the future in order to reach zero local emissions and reduced operation costs. Commercial vehicles are not an exception in this tendency, especially distribution vehicles and city buses may benefit of this process.

It was concluded that wheel brake design is impacted by two main factors for electric commercial vehicles: (1) by the electric powertrain itself, which takes over a significant share from the brake torque of the wheel brakes for recuperation, resulting in reduced wear and more compact brake design as a consequence, and (2) by the electrification of the brake actuation, which is a more effective means of the actuation than state-of-the-art pneumatics.

For the updated electrified wheel brake simulation models have been used to investigate its behaviour on different vehicle drive cycles. The simulation results confirmed the expected reduction in electric energy consumption compared to compressed air counterparts and revealed its characteristic behaviour.
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ABSTRACT
This paper shows a method for improving grip with the choice of optimal tire data. Tires are important parts of cars, because these parts transfer forces from the contact patch, so tires can greatly affect grip. Vehicle behaviour at the grip limit is really important for avoiding collisions. Vehicle suspensions are usually designed with wide range of requirements in the field of comfort, price, safety, dynamic properties, and maximising tire grip is only one aspect of these. When grip limit behaviour gets more attention, suspension kinematic design should be based mainly on tire behaviour. In these cases, understanding “what the tire want”; from the suspension has key importance. For this we have to plot diagrams and tables to show which conditions are preferred by tires to maximize forces on the contact patch. First, the main tire parameters which have the biggest effect on grip are identified. After that a method is shown for choosing the tire with the best fitting properties for given requirements. We show how to compare tires effectively, and why a tire can perform better than an other in a given situation. We have to look at the tires for many parameters for different directions. Longitudinal and lateral characteristics are the most important, but it is important to know the combined characteristics too. These properties are assigned with weighed scores, and the best tire is chosen according to scores. During a suspension design process, after choosing the best tire, the next step is usually to understand, what is the maximum resultant force that the tire can create. In this work we create a mapping, that maps normal force and the desired direction of the combined force to the slip, and camber values that corresponds to the maximum combined force in the desired direction. As a result a tool is shown, that can be used with simulation environments to make possible better evaluation of a given suspension.

Keywords: tire, griplimit, suspension design, optimal camber

1. INTRODUCTION
The car contacts on four places with the ground, where tires produce forces which control the car. So tire is the most important part of the suspension from view of grip. Moreover if we want to simulate vehicle motion [4] we have to have tire models based on measurements [5].

In this paper our goal is to show how can we chose the best tire in view of grip and how we get information to design suspension to tire. It is hard task, because in most cases there is no any information about tire we want to use. If we have information from tires it is easier, but we have to know what we want from tires. Which parameters are the most important to know, and which parameters we have to look at to choose the best of available tires.

We can get information about tires by measuring vehicle motion [6], but the best way to know tires by testing them in laboratory [5] and fitting model to measurements [7].

2. CHOOSING THE BEST TIRE
Tire choice is the first important part of suspension design. In this chapter we want to show how to choose the best tire according to measurement [5]. There was 2 type of measurement. The first type was “Cornering”: In this measurement slip angle was swept, while slip ratio was kept at zero and lateral forces were measured. The second
type was “Combined”: In this measurement slip ratio was swept, with different slip angles while longitudinal and lateral forces were measured too. In our example we show 3 available chosen tires: TireA, TireB and TireC. The graphs are plotted by MATLAB.

2.1 Longitudinal - and lateral force (Fx & Fy)
The first viewpoint of 3 tires are the longitudinal force vs. slip ratio ($F_x - SR$) and lateral force vs. slip angles ($F_y - SA$) graphs. [1]
First of all, to compare these graphs we have to look that the 3 measurement were at the same circumstances, such as the same normal forces, pressures, temperatures, cambers and velocities. It is important because the $F_x$ and $F_y$ forces are mainly functions of these parameters too.

![Fig. 1 The circumstances of the measurement](image)

As it can be seen in figure 1 in our example the pressures, velocities, cambers, normal forces and road surface temperatures were the same. Tire temperature were quite the same, but you can see a few degrees of Celsius. It can be the speciality of each tires. According to figure 1 TireA is warming up better during measurement.
Looking at $F_x - SR$ graphs in figure 2, we can see TireA is the best for acceleration at high normal forces (higher maximum peak), but at lower normal forces TireC is the best. In view of braking TireC looks too the best of three tires.
Friction graphs at the right side of figure 2. can be useful if the normal forces were different during measurement.
This graph is almost the same, because it plots $F_x / F_z$ instead of $F_x$, so the effect of different $F_z$ normal forces can be disappeared.

To decide which one we want to choose, take a look at statistic results in table 1.

Table 1 Summarize of longitudinal grip

Table 1 is containing forces and friction coefficient (maximum and average values) at different normal forces. Below these numbers calculated points can be seen, relative to TireA numbers, so TireA number is 100%. Summarize the points, in view of longitudinal grip TireC seems to be the best choice.

Let’s take a look at figure 3. On the one hand, in view of lateral forces TireC seems to be better at high normal forces, but at lower normal forces TireA has more grip.

In view of lateral grip TireC is the best. On the other hand, according to figure 3 TireC has higher cornering stiffness. [1][3] It means that, it can produce higher lateral forces at low slip angles, so rolling resistance is lower during turns. Moreover it has the least load sensitivity [1], which is advantage in case of weight transfer.
Fig. 3 The Fy-SA and Lateral friction-SA graphs

Table 2 summarizes the lateral grip of three tires.

<table>
<thead>
<tr>
<th>Tire ID</th>
<th>Tire A</th>
<th>Tire B</th>
<th>Tire C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal force (Fz) [N]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COMBINED</td>
<td>2046</td>
<td>6551</td>
<td>10871</td>
</tr>
<tr>
<td>Crossing</td>
<td>2046</td>
<td>6671</td>
<td>1900</td>
</tr>
<tr>
<td>COMBINED</td>
<td>203</td>
<td>666</td>
<td>1093</td>
</tr>
<tr>
<td>MAX Fy [N]</td>
<td>149</td>
<td>1551</td>
<td>2474</td>
</tr>
<tr>
<td>MAX mu_y [T]</td>
<td>2.89</td>
<td>2.67</td>
<td>2.38</td>
</tr>
<tr>
<td>AVG mu_y [T]</td>
<td>1.80</td>
<td>1.08</td>
<td>0.74</td>
</tr>
<tr>
<td>Normal force (Fz) [N]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORNERING</td>
<td>209</td>
<td>438</td>
<td>668</td>
</tr>
<tr>
<td>Crossing</td>
<td>268</td>
<td>444</td>
<td>662</td>
</tr>
<tr>
<td>COMBINED</td>
<td>209</td>
<td>434</td>
<td>665</td>
</tr>
<tr>
<td>MAX Fy [N]</td>
<td>7471</td>
<td>1387</td>
<td>1545</td>
</tr>
<tr>
<td>MAX mu_y [T]</td>
<td>3.87</td>
<td>3.15</td>
<td>2.93</td>
</tr>
<tr>
<td>AVG mu_y [T]</td>
<td>2.63</td>
<td>2.46</td>
<td>2.31</td>
</tr>
</tbody>
</table>

Table 2 Summarized values of lateral grip

2.2 Friction Circle

The next viewpoint is longitudinal force vs. lateral force ($F_x - F_y$) graph, which is known as friction circle. [1]

It shows us the tire limit in every direction of acceleration, such as during braking and cornering at the same time.

Looking at figure 4 we can see quasi circles. The radius of circles (at left) are the resultant force with the tire can produce. Resultant force ($F_{res}$) is the vectorsum of $F_x$ and $F_y$ forces. Four circles means the measurement was on 4 different normal forces. As you can see according to angle ($\beta$ on figure 4) of $F_{res}$, there are angles, where TireC has higher $F_{res}$, and at other angles TireA has more $F_{res}$.

In table 3 we summarized the average of $F_{res}$ forces between beta angles and calculated relative point to TireA, with result is TireC is the best in view of friction ellipse, too.
So summarize the results of table 1-3 we can say if we had to chose the best tire, we would chose TireC.

![Friction Ellipse](image1)

**Fig. 4** The Friction Ellipse

![Normalized Friction Ellipse](image2)

<table>
<thead>
<tr>
<th>FRICION ELLIPSE, Avg. $F_{res}$</th>
<th>Tire A</th>
<th>Tire B</th>
<th>Tire C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Force (Fz) [N]</td>
<td>205</td>
<td>1087</td>
<td>1541</td>
</tr>
<tr>
<td>'Beta = 60-90 [deg]'</td>
<td>380</td>
<td>2582</td>
<td>3627</td>
</tr>
<tr>
<td>'Beta = 30-60 [deg]'</td>
<td>384</td>
<td>2505</td>
<td>3416</td>
</tr>
<tr>
<td>'Beta = 0-30 [deg]'</td>
<td>383</td>
<td>2267</td>
<td>2932</td>
</tr>
<tr>
<td>'Beta = [-30] [deg]'</td>
<td>428</td>
<td>2168</td>
<td>2837</td>
</tr>
<tr>
<td>'Beta = [-60),[-30] [deg]'</td>
<td>517</td>
<td>2515</td>
<td>3349</td>
</tr>
<tr>
<td>'Beta = [-90),[-60] [deg]'</td>
<td>544</td>
<td>2599</td>
<td>3497</td>
</tr>
</tbody>
</table>

Table 3  Summarize average $F_{res}$ values

### 3. FITTING TIRE MODEL TO MEASUREMENT

To analyze tires for more information it is better if we fit tire model to measured points. With it we can get informations on every normal forces, cambers, slip angles, not only that interval where the tire were measured. To fit tire model we used optimum tire software from Optimum G [7].
4. GETTING MORE INFORMATION FROM TIRE TO DESIGN SUSPENSION

To design suspension kinematic we have to know which camber and slip angle is the optimal value at different normal forces to get the highest available grip from tire. The problem is that this values are changing by $\beta$ angle (on figure 6) in friction ellipse. To get this information we investigated a tire and we wrote a script in MATLAB to make tables and plots to show optimal camber, slip angle and slip ratio values in case of we want maximum resultant force.

We found the maximum $F_{\text{res}}$ value for each beta angles at different normal forces of 1-7 kN, which can be seen at right of figure 6 and top-left of figure 7. After it, we get the camber, slip angle and slip ratio values which belong to the maximum $F_{\text{res}}$.

Figure 7 contains a lot of information from the tire. At first we can see, in case of longitudinal traction ($\beta = 0$) the optimal slip ratio is 0.12 - 0.125 in low normal forces (1-3 kN), but if we have more normal load on tire the optimal slip ratio is less (0.06-0.09). In case of braking ($\beta = 180$), the tendency is the same, the optimum slip ratio is...
changing between (-0.07) – (-0.12) by increasing normal force. These information can be useful if we want to design ABS or ESP systems.

Fig. 7 Ideal camber, slip ratio and slip angle values of tire if we want maximum grip

At second, in case of cornering ($\beta = 90 \& -90$), optimal slip ratio (4.5-5 degrees) can be useful information if we design steering system, mainly for ackerman parameters. If we know how much camber gain we need, we will have easier task during designing suspension kinematic. As you can see at top - right of figure 7 optimal camber is changing depending on we are accelerating or cornering or both of them. The optimal camber is zero if we are braking or accelerating in straight direction, but at mid turns we need more camber. If the lateral weight transfer is so high and our outer tire normal load is about 6-7 kN, we will need more camber (6 degrees).

5. CONCLUSION

With these information we can get the optimum values of slip and camber values for suspension. At table 4 we can see an example, how can we use the diagrams in figure 7.
Table 4  An example for optimum values of the suspension in two situation

We can calculate weight transfer, and normal forces on each tires in every situation. After that, according to figure 7 datas, we can see the optimal values for tire. If we do this tables for every case, we will know all of information from tire to design the best suspension for our car.
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ABSTRACT

The future of mobility is about autonomous vehicles, therefore the number of research on this subject are greatly increasing. There is a wide range of papers about control algorithm development and deep learning. Our aim is to investigate the grip limit behavior of the vehicles to define the so-called “safety-margin”. We consider this topic important, because to avoid collision the autonomous vehicle must be capable of rapid maneuvers. To define safety-margin a simulation environment is necessary, which must meet several different requirements. In a previous paper, we presented our requirements and selected the software. Also our validation process was introduced through two examples. This paper focuses on the first part of the validation process, which is face validation. The effects of roll-center-height were investigated in the course of transient test cases. Suspension geometry besides the kinematics (camber-gain, bump-steer,...) has a significant effect on the direction and magnitude of the forces that act on the chassis, therefore it influences load transfer, jacking force, anti-dive, anti-squat, anti-lift parameters. Effects of suspension-geometry were on the load transfer investigated in a previous paper with a steady-state skid pad test case. Furthermore, also a steady-state straight run simulation was carried out with different toe angles to investigate jacking force effect. To see, how the load transfer is building up, a transient step-steer and a “step-brake” simulation were carried out. The face validation showed reasonable values. In theoretical level the chosen software is suitable to analyze vehicle behavior in the grip limit.

Keywords: vehicle dynamics, roll center height

1. INTRODUCTION

The aim of our project is to create a framework which is suitable for the vehicle’s grip limit behaviour analysis during autonomous vehicle control algorithm development. The research has two major parts we are investigating the vehicle behaviour on the grip limit to define the so-called safety-margin. We are working on different methods that can be applied for this purpose: MRA Moment Method, Vehicle dynamics software. And we are also working on different sub-projects in connection with self-driving algorithm development, such as ideal line, Hardware in the loop tests.

For the previously mentioned purpose, a simulation environment was chosen, based on the information that we could gather. Besides others, we took into consideration the following main aspects: hardware in the loop module, sensor simulation (radar, lidar...), integration of Matlab/Simulink. To make sure that the previously chosen software is suitable for our needs a validation procedure was executed.

These vehicles do not operate in the tire saturation region close to the grip limit under normal conditions therefore this field is not commonly researched. Although, when it comes to collision avoidance it must operate in the above-mentioned region to be capable of rapid manoeuvres. In this case, it is crucial that the controller has the proper information about the movement change ability of the vehicle. As mentioned above the griplimit behaviour is not generally investigated therefore, the vehicle dynamics simulation software tend to oversimplify suspension parameters and phenomenons that has a significant effect in these cases. Also, most of the time, the team which developed
the model also decides if the simulation is valid. [1] Therefore, it is important to validate the simulation environment for this research. We investigate if the parameter changes create the expected changes in vehicle behaviour.

![Research Structure Diagram]

**Fig. 1** Research structure

IPG Carmaker was selected for this project based on our previous work [2]. This paper introduces the next step of the validation process focusing on transient test cases. The effects of roll and pitch centre height was investigated.

### 2. PREVIOUS SIMULATION RESULTS

All simulations were carried out in IPG Carmaker with a front wheel drive passenger car, defined as an example car in Carmaker. The roll centre height and pitch centre height of the front suspension was changed by the modified inner pick-up points of the MacPherson suspension. More details in [2].

In a previous paper we investigated the effects of roll centre height in steady state test cases. A steady-state skid pad simulation was carried out to investigate the effect of roll centre on load transfer. The results showed that the higher the roll centre the larger the roll stiffness of the given axle which cause larger load transfer distribution on that axle – it is in compliance with the theory. Also, the total load transfer was higher, which is the result of the larger jacking force. The jacking force was also investigated with a straight run simulation with different toe angles, to see how does the roll centre height effect the jacking force. All expected phenomena occurred so far.

When the manoeuvrability of a vehicle is concerned it is not enough to analyse steady-state behaviour, therefore the following step of the validation process is transient simulation.
3. TRANSIENT MANEUVERS

Roll centre and pitch centre has an effect on the forces and torques acting on the chassis. Therefore, it influences chassis movement such as roll and pitch, and load transfer. Load transfer can be divided into suspended and non-suspended load transfer. Also, the suspended load transfer can be divided into geometric – which develops quickly, proportionally with the lateral acceleration - and elastic – which is transferred by the elastic parts of the suspension (ride springs, dampers). [3]

Fig. 2  Load transfer [3]

Roll and pitch centre height has an effect on geometric load transfer.

3.1 Step-steer simulation

To investigate the development of load transfer a transient step steer simulation was carried out. Three front suspension were analysed a basic, one with a higher and one with roll centre below the ground level.

The vehicle rides on a straight flat surface, velocity is 100 km/h. A step steer manoeuvre was executed, steering wheel angle is 30 degree which results in wheel steering angle of 1,5 to 2 degree (lower values on the outside wheels, higher on the inside, according to the Ackermann geometry). We applied small wheel steering angles to minimize the effect of king pin geometry (the effect of king-pin inclination is about 3N load transfer in this case, which is negligible). To have sufficient load transfer with low steering angles, high speed was applied.

Roll centre height has an influence on the development of load transfer. The higher the roll centre, the faster the load transfer.

Fig. 3  Front right tire normal force
The tire normal force of the front right suspension can be seen on Figure 2. As the results show the higher the roll centre the faster the load transfer. Also, in Figure 3 you can see the derivative of Figure 1. it shows the velocity of load transfer and it underlines the above-mentioned phenomenon.

Another phenomenon can be seen on Figure 2 and Figure 3. In case of the low roll centre suspension – RC below ground level – in the initial moments the load transfer is opposite, so the normal force is increasing in the curve inner tire contact point – geometric load transfer – until the elastic load transfer develops. Also, by the different roll centre height the roll stiffness of the given suspension is changed. It is manifested by the different amount of load transfer Figure 2.

3.2 Step-brake simulation
When it comes to longitudinal dynamics, pitch center has similar effects as the roll center on the lateral dynamics. [4]

Three different pitch centre height were investigated – basic, lower and higher.
The vehicle rides with 20 km/h and then maximal brake pressure is applied. We investigated the effects of pitch centre on load transfer development. Figure 4 shows the front axle load which is the sum of the front tire’s normal force. The vehicle with the higher pitch center has a higher anti-dive value, the load transfer develops more quickly in this case, because smaller the elastic portion of the load transfer. This phenomenon is in compliance with the theory. Pitch center has an effect on the chassis movement. The smaller the distance between pitch center and center of gravity the higher the pitch stiffness of the chassis. [4] As it can be seen on Figure 5, in case of higher pitch center, the pitch of the vehicle is smaller.

![Fig. 6 Pitch angle of the vehicle body](image)

**4. CONCLUSION**

Simulation results showed that every investigated phenomenon is in compliance with the theory, therefore there are no significant simplification. Although the investigated simulation environment seems to be suitable for our project, more investigation is necessary for example the comparison of simulation results with experimental test data.
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ABSTRACT
Vehicle steering behavior and steering response is a key aspect for vehicle safety. Therefore we can see the automotive industry to focus on stability systems such as Auto breaking system, electronic stability control and traction control. These systems are put to the test at sudden situations, when the driver makes an unexpected maneuver to avoid collision. In such situations, the car has to maintain a stable state to avoid accidents. This kind of systems can be well analyzed if we apply them on a racecar. A racedriver always tries to operate the car on it’s limit. Therefore the controller can show it’s benefit in every single curve, as it not only makes the driver more confident, but actually makes the car more agile, which can be directly observed on lap times. This paper presents a yaw rate control for enhancing a 4WD, fully electric Formula Student type car’s overall performance on track. The torque vectoring strategy is realized by individually controlling each powertrain with in-wheel motors. The control itself is realized in two layers. The first layer defines the needed additional yaw moment, while the second layer distributes the torque between the motors in such way, that this additional moment is fulfilled. The first layer is examined with two different methods, a classical PID controller, and an MPC controller. The controller is tested and tuned based on simulations conducted in Carmaker/Simulink environment. The control itself is realized in Simulink, and it is applied on a vehicle model that can be tested in various situations. The main focus is on simulating sudden maneuvers, where a car without control would normally lose its stability, like slaloms, step-steering, and so on. It is deducted that the control strategy significantly improves the vehicles maneuverability. The vehicle stays stable in numerous situation when an uncontrolled car doesn’t, and the overall agility of the car is increased, making the car faster on track.

Keywords: torque, vectoring, yaw, control, vehicle, dynamics

1. INTRODUCTION
An ordinary driver’s main expectation towards the car is to respond to the steering movements accurately, quickly and steadily in all circumstances, regardless of the situation. Therefore the automotive industry has been working on many different advanced driver assistance system (ADAS), to help the driver in the driving process. The most frequently used systems like ESC (electronic stability control) and ABS (anti-lock braking system) actuate the brake system in order to help out the driver in unexpected situations[1].
Another, less widespread controlling technique is TV (torque vectoring), which helps the driver by applying different torques to the wheels[2]. This way, an additional yaw-moment can be generated, that helps the driver in various cases. In order to realize this, a rather complex differential has to be made[3], but with the electric cars gaining space in the automotive industry, this method could be used more often, if we just think about wheel hub motors.
In the present work, we have developed a torque vectoring technique, a yaw rate control for a 4WD, fully electric Formula Student type car, in order to increase its performance on track. In the case of a racecar, at each corner, the car is close to grip limit, so testing such a system in this kind of scenario can give us a good insight about
the control’s behaviour in sudden, unexpected maneuvers in case of a casual driver. The yaw rate control’s purpose is to minimize the vehicle under / oversteering in any situation.

2. MATHEMATICAL MODEL

In order to develop a control that helps the driver in cornering, we need to analyse the steering behaviour of an uncontrolled vehicle. For this purpose a “bicycle model” or single track vehicle model is used. This model is simple enough to calculate it real time for controlling purposes, yet it gives us a good insight of the vehicle’s cornering dynamics[4].

![Bicycle model](image)

**Equations of motion:**

\[ m(\dot{v} + u \cdot r) = F_{y1} + F_{y2} \]
\[ I \ddot{r} = a \cdot F_{y1} - b \cdot F_{y2} \]

**Tire side slip angles:**

\[ \alpha_1 = \delta - \frac{1}{u}(v + a \cdot r), \quad \alpha_2 = -\frac{1}{u}(v - b \cdot r) \]

**Linear cornering stiffnesses:**

\[ F_{y1} = C_1 \alpha_1, \quad F_{y2} = C_2 \alpha_2 \]

**Vehicle side slip:**

\[ \beta = -\frac{v}{u} \]

After substitution and after elimination of \( u \), and looking at the equation in steady state (\( \dot{r} = 0, \dot{r} = 0, \delta = 0 \) ) the resulting equation:

\[ \frac{1}{u} (C_1 C_2 l^2 - m \cdot u^2 (a C_1 - b C_2)) r = C_1 C_2 l \delta \]

If we assume that \( \beta \) is small, the radius of a corner can be written as:

\[ R = \frac{v}{r} \approx \frac{u}{r} \]

So the required steering angle in steady-state for a curve with a radius of \( R \):

\[ \delta = \frac{l}{R} - \frac{m v^2}{R l} \left( \frac{a}{C_2} - \frac{b}{C_1} \right) \]
The lateral acceleration reads:

\[ a_y = \frac{v^2}{R} \]  

(9)

So the required steering angle can be written as:

\[ \delta = \frac{l}{R} + \frac{a_y}{g} \left( \frac{mg}{l} \left( \frac{b}{c_1} - \frac{a}{c_2} \right) \right) = \frac{l}{R} + \frac{a_y}{g} \mu, \]  

(10)

where \( \mu \) is the understeer coefficient. This means that for a given corner with a radius of \( R \), and a given steering angle, \( \delta \) if the driver wants to stay on trajectory, he have to have a zero understeer coefficient, otherwise he have to decrease the velocity of the car. A zero understeer coefficient, according to this model, for an ordinary car (same tire on each wheel) can be reached if the center of gravity is in the middle of the wheelbase \( (a = b) \).

Unfortunately, in real life, this model has its limits. In transient situations, and when the vehicle side slip is high, over and understeering occurs, even in case of a well designed car.

For such situations, a yaw rate control could be useful. This control basically calculates the ideal yaw rate, that the car would have in steady state and compensates the error that the car’s actual yaw rate differs during transient situations, making the car more agile, helping the driver to reach the steady state faster.

The steady state yaw rate can be computed from the upper mentioned equations:

\[ r_d = \frac{v}{(a+b)+k_{us}v^2} \cdot \delta, \]  

(11)

where

\[ k_{us} = \frac{m(bc_2-ac_1)}{(a+b)c_1c_2}. \]  

(12)

3. CONTROL STRATEGY

In order to achieve this desired yaw rate, we have to actuate the in-wheel motors differently. For this, a two-layer controller is proposed. The first layer calculates a desired \( M_{COG} \), an additional torque that acts on the z-axis of the car, and the second layer, that distributes the torques on the wheels in such way, that this \( M_{COG} \) is fulfilled.

Fig. 2  Control system structure
3.1 Torque distribution

Many different torque distribution strategies could be developed, that fulfil this $M_{\text{cog}}$ criteria, yet the car would perform differently with each strategy. Enough if we just think of a situation, where a wheel touches a puddle. In this current work the only additional constraint that is in consideration is the normal force acting on each wheel.

![Fig. 3 Forces acting on a car](image)

The equation of moment, acting only due to the forces on the x axis, assuming that the front and rear track of the vehicle is the same:

$$M_z = l_s (F_{xFL} + F_{xRL} - F_{xFR} - F_{xRR})$$

(13)

We neglect the forces acting in y direction, as they are not directly dependent of the wheel torque, so we can not directly actuate the $M_{\text{cog}}$ with them.

Now we just look at how much force we need on one side of the vehicle for a given $M_z$, and a given wheel radius, $R$:

$$R(F_R - F_L) = M_z$$

(14)

For a known accelerating force $F = F_R + F_L$, resulting from the acceleration pedal position, this equation modifies to:

$$R(F - F_L) - RF_L = M_z$$

(15)

So we can calculate the force needed for one side of the vehicle:

$$\frac{1}{2} \left( F - \frac{M_z}{R} \right) = F_L$$

(16)

The other side can be calculated as well. The additional distribution between the front and the rear axle is proportional with the normal force distribution of the wheels. This way we can use the tire’s force capacity better, as each tire produces bigger force with bigger load. The normal force distribution with the center of gravity being in the middle of the wheelbase and with equal track lengths on front and rear axels can be calculated:

$$F_z = \frac{m g}{4} \pm m \frac{h}{2 \cdot t} a_x \pm m \frac{h}{2 \cdot t} a_y$$

(17)
4. CONTROL METHODS

For minimizing the yaw rate error, multiple control methods could be used. In the current work we have examined a classical PID controller and a more complex, MPC controller, to see how these affect the steering behaviour of the car. The controllers were tested in Carmaker/Simulink environment. Three driving scenarios were considered, a given steering angle profile with a constant acceleration pedal position, a slalom, and a skid-pad manoeuvre.

4.1 PID controller

With this control method, the desired additional torque results directly from the yaw rate error. The parameters were tuned in the simulation environment. The resulting parameters actually came with zero derivative term, so the transfer function between the $M_{COG}$ and the yaw rate error is the transfer function of a PI controller, that can be written as:

$$\frac{M_{COG}(\beta)}{r_d(z)-r(z)} = W(z) = P + I \cdot T_s \cdot \frac{1}{z-1}$$

$$P = 1000, \quad I = 100, \quad T_s = 0.005$$

A problem with this approach is that the bicycle model, and the steering behaviour is velocity dependent. So basically we would need to tune the controller for each velocity separately. A solution for this problem can be a state-space control, that recalculates the optimal control input in each state for the actual velocity.

Another problem is that the vehicle sideslip is neglected. This way, for big yaw rates, the controller would give big values of torques for one side of the vehicle, but after a certain point, vehicle side-slip can not be neglected, as the upper-mentioned ideal yaw-rate formula is only valid for small side slip values. Another constraint has to be fulfilled by the controller: keep the side slip close to zero.

4.2 MPC controller

Basing on the bicycle model, the space-state of the vehicle, with slip angle and yaw rate as state variables can be written as:

$$\begin{bmatrix} \dot{\beta} \\ \dot{r} \end{bmatrix} = \begin{bmatrix} \frac{-2(C_1+C_2)}{m \cdot u} & \frac{2C_2 t_2-C_1 t_1}{l} \\ \frac{2(C_2 t_2-C_1 t_1)}{m \cdot u} & \frac{-2(C_1 t_1^2+C_2 t_2^2)}{l \cdot u} \end{bmatrix} \cdot \begin{bmatrix} \dot{\beta} \\ \dot{r} \end{bmatrix} + \begin{bmatrix} \frac{2C_1}{m \cdot u} \\ \frac{2l_1 C_1}{l} \end{bmatrix} \cdot \delta + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \cdot M_z$$

In our case, for a given $\delta$ the yaw rate error is calculated, based on this same model, so for the state-space controller, the input matrix is only $\begin{bmatrix} 0 \\ 1 \end{bmatrix}$, with the input being the additional $M_{COG}$ that has to be fulfilled by the torque distribution. An MPC controller can calculate the optimal $M_{COG}$ that minimizes the the yaw rate error and the vehicle side slip.

5. RESULTS

During the test cases the main thing that we have to look at is the yaw rate error. If the desired yaw rate is higher than the actual, means that the car is understeered, if it is
smaller, then the car is oversteered. Another key aspect can be the time of a simulation, as a controlled car, with neutral steer will be more agile, resulting in better lap times.

5.1 Given steering angle profile, with constant acceleration
During the first scenario, the steering input was a given profile, see, and the car was accelerating with constant $9 \ \text{m/s}^2$. We can clearly see that an uncontrolled vehicle cannot stay on the road, the car slips off the track, the car is heavily understeered, while in case of a controlled vehicle, the yaw rate error is significantly smaller. The PID due to neglecting the vehicle side slip, has slightly bigger error at some points, but overall both controllers can keep the car controlled during this scenario.

5.2 Slalom
Simulating a slalom can give us a good insight of how the vehicle behaves during transient situations. In each situation, the simulation wanted to reach a lateral acceleration of $18 \ \text{m/s}^2$.

5.3 Skid-pad maneuver
During a skid-pad maneuver we can see how fast the car reaches the steady state. The simulation wanted to reach $14 \ \text{m/s}^2$ in case of the uncontrolled vehicle and $16 \ \text{m/s}^2$ in case of the vehicle equipped with yaw control, because an uncontrolled vehicle wasn’t able to keep on track with higher lateral acceleration. The car was once again heavily understeered without control.
6. CONCLUDING REMARKS

On the basis of our the conducted simulations, we can say that a similar torque vectoring strategy significantly helps the driver in various situations. Using the yaw rate as a key parameter for development of such controls is a practical way to keep the vehicle neutral steered.

Regarding the control method, both PID and MPC controllers produced satisfactory results. For an actual ECU, where real-time runtime is a criteria, implementing a PID controller seems to be the choice as this method does not need that much of computational capacity, and the results did not differ vitally.
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ABSTRACT

Current and next generation emission standards (e.g., Euro 6 and US EPA 13) include significant limitations. The most challenging for diesel engine developers are especially the reduction of particulate matter and nitrogen oxide contents of the exhaust gases. Basically, there are two possibilities to achieve this: exhaust gas aftertreatment and a decrease in raw emissions. Among several methods to handle NO\textsubscript{x} and PM emission of diesel engines (e.g., DPF, SCR, etc.) the precise control of cylinder charge composition seems to be a cost-effective solution with high dynamics and can be achieved by exhaust gas recirculation. Current EGR systems concentrate mostly on controlling EGR rates thereby ignoring the quality of the recirculated exhaust gases. The effect of the EGR is caused by the dilution of the cylinder-charge by exhaust gas components (water and carbon dioxide). However, a high EGR rate not necessarily means a high amount of water and carbon-dioxide content in the cylinder-charge because the exhaust gas of diesel engines usually contains large quantities of fresh air due to the lean mixture combustion, especially at part loads. The intake manifold oxygen concentration gives an objective measure of how diluted is the cylinder-charge namely how much is the concentration of the water damp and carbon dioxide in it. Consequently, the proposed control uses the intake gas oxygen concentration as a novel performance output. In HP-EGR systems the amount of the back-flowing exhaust gases is limited by the pressure difference on the EGR duct. In a wide region of the engine operation map, a negative average pressure ratio can occur which means no or not enough EGR mass flow for significant reduction of the NO\textsubscript{x} emission. In this paper, the authors present a novel approach to solve this problem: arbitrary EGR mass flow by using exhaust throttling. As a demonstration, a control method was developed and its performance was evaluated by engine dyno measurements. The proposed controller allows a precise intake manifold oxygen concentration adjustment with EGR valve and exhaust flap actuators while minimizing the engine pumping losses.

Keywords: diesel engine, emission control, EGR, exhaust throttle, LQ servo control

1. INTRODUCTION

Current and next generation emission standards (e.g., Euro 6 and US EPA 13) include significant limitations. The most challenging for engine developers are especially the reduction of PM and nitrogen oxide contents of the exhaust gases. Exhaust gas recirculation is an effective tool in the limitation of the nitrogen oxides and in combustion control. However, to significantly reduce NO\textsubscript{x} emission and especially for the realization of advanced combustion processes the amount of the recirculated exhaust gases need to be adjusted in a wide range. In High-Pressure Exhaust Gas Recirculation (HP-EGR) systems the back-flowing exhaust gas mass flow rate is driven by the pressure difference between the exhaust and the intake manifold. The resulting conditions depend mainly on the turbocharger and its cooperation with the engine so the dilutent gas mass flow is limited. At a wide region of the engine map
the pressure difference is small or negative. The resulting EGR-rate is not enough for 
significant reduction of the NOx emission. However, emission test cycles use most 
frequently this part of the engine map. With the application of throttling in the engine 
air-path, the pressure drop on the EGR duct could be adjusted, and EGR rate could be 
increased. An exhaust backpressure controller with a variable geometry turbine for 
turbocharged Spark-ignited (SI) engines was presented in [1] for similar applications. 
To be able to reach arbitrarily high EGR mass flow rates the increasing of the exhaust 
manifold pressure or lowering of the intake manifold pressure gives the opportunity. It 
can be realized by throttling at four different locations of the intake and exhaust 
system: upstream and downstream the compressor and upstream and downstream the 
turbine. However, the effect of throttling at different locations are not equal to the 
engine performance measures and emission such as BSFC, PM emission, etc. 
Models for EGR rate increase with intake throttling are presented in [2],[3]. 
Preliminary investigations show in [4], that considering the maximum cylinder charge, 
the most advantageous placements of the throttling is downstream to the turbine. 
Similar advantages of exhaust side throttling in Low-Pressure Exhaust Gas 
Recirculation (LP-EGR) systems are shown in [5]. Based on the above results this 
article gives a novel proposal for the EGR rate increase through exhaust throttling. 
Current EGR systems concentrate mostly on controlling EGR rates thereby ignoring 
the quality of the recirculated exhaust gases [6]. EGR replace or add to the fresh air 
amount and the recirculated CO$_2$ and water vapor will increase the heat capacity of the 
cylinder charge. Thanks to the dilution effect of the EGR the oxygen concentration in 
the cylinder charge also will decrease. More detailed explanation and investigation of 
the EGR effect can be found in [7]. 
As it was revealed in [7] the effect of the EGR is based on the dilution effect of the 
exhaust gas components (water and carbon dioxide) on the combustion process. 
However, a high EGR rate not necessarily means a high amount of water and carbon-
dioxide content in the cylinder charge because the exhaust gas of the diesel engines 
usually contains large quantities of fresh air due to the lean mixture combustion, 
especially at part loads. At high lambda values, the exhaust gas contains mostly fresh 
air, and consequently, its oxygen concentration converges to those of the fresh air. See 
[8] for details. Moreover, a strong correlation can be observed between lambda, intake 
manifold oxygen concentration and nitrogen-oxide emission (see [9]). 
Based on the above findings this work presents the novel approach of a closed-loop 
intake manifold oxygen concentration control with a HP-EGR valve and exhaust 
throttling. For this purpose an LQ servo control structure was developed based on a 
validated physics-based engine air-path model. As a demonstration, its performance 
was evaluated by engine dyno measurements. 

2. SYSTEM DESCRIPTION AND EXPERIMENTAL SETUP

The model was validated on a common rail, medium-duty commercial vehicle, 
turbocharged and intercooled diesel engine. The engine was equipped with a cooled 
HP-EGR system. The exhaust throttle valve was installed directly downstream of the
turbine, which provides the minimum volume between the engine exhaust valves and the throttle.
The layout of the test engine is shown in Fig. 1.

![Schematic drawing of the test engine](image)

Fig. 1  Schematic drawing of the test engine

The engine was installed on an engine test bench where all the operating parameters of the engine relevant for the system model were measurable. The intake manifold oxygen concentration was measured with a UEGO sensor the signal of which was corrected due to the boost pressure change.

3. SYSTEM MODEL DESCRIPTION

For the controller synthesis a first-engineering principles based model was used which is briefly described below. The reader can find a detailed description in [10].

In the engine air path system three balance volumes were chosen: the intake manifold (I.), the exhaust manifold (II.) and the volume between the turbine and the exhaust throttle (III.) (each depicted by dashed lines in Fig. 1).

For the balance volume pressures, the isothermal equation was defined based on the mass conservation and the ideal gas law. The differential equation for the intake and exhaust manifold oxygen volume fractions can be derived from the definition of the intake manifold air mass fraction after manipulations. This way five differential equations were defined for the model state variables. Most theories and techniques in control system design and analysis both in linear and nonlinear control theory are based on state space models. Therefore, the nonlinear model was converted into state space form. The state vector consists of the states of the intake manifold pressure, the exhaust manifold pressure, the pressure of the volume between the turbine and the exhaust throttle and the exhaust and intake manifold oxygen concentrations. The input vector contains the EGR valve and the exhaust throttle flow areas.

\[
\begin{align*}
x &= \begin{bmatrix} p_{im} & p_{em} & p_{th} & x_{O_2,im} & x_{O_2,em} \end{bmatrix}^T, \\
u &= \begin{bmatrix} A_{egr} & A_{th} \end{bmatrix}^T
\end{align*}
\]  

(1)

The sonic flow condition of the EGR valve and the exhaust throttle and the EGR checkvalve adds hybrid modes to the model. However, in order to arrive at the simplest form of the model the state space equation will be given for the nominal hybrid mode. After inserting the constitutive equations into the differential conservation balances, the state-space model can be obtained in an input-affine form.
The performance output is the intake manifold oxygen concentration based on the modeling aim. Detailed model equations, parameter identification and validation results can be found in [10].

4. CONTROLLER DESIGN

LQ servo controllers were widely used successfully for numerous nonlinear control problems, see, e.g., [11, 12]. Their low computational demand makes them attractive for embedded implementation. The LQ servo controller is a full state feedback linear quadratic regulator augmented with an additional artificial integral state. Hence, it can track a reference signal. As a consequence, for the intake manifold concentration control the LQ servo control method is proposed.

The artificial state, in this case, is the error signal of the intake manifold oxygen concentration: \( e = x_{im,dem} - x_{im} \). The LQ servo control uses full state feedback which minimizes a quadratic cost function of the control input and states energy. The weighting matrices \( R \) and \( Q \) are the tunable parameters of the LQ servo control with appropriate dimensions. Based on the Bryson’s law a suitable initial choice was defined for the elements of the weighting matrices.

It can be clearly seen that the actuation of the exhaust throttle could increase the PMEP of the engine. Therefore, while the appropriate dilution of the cylinder charge is possible with the opening of the EGR valve only the exhaust flap needs to hold a fully opened position. The closure of the exhaust flap is only recommended when the EGR valve is saturated in its wide open position. In this context, the above control strategy can be satisfied with the separation of the MIMO system into two Single Input Single Output (SISO) systems: the first aims to track the intake manifold oxygen concentration demand with the control input of the EGR valve only with a constant fully opened exhaust flap. The other controller operates with the exhaust flap opening only with fully opened EGR valve.

Between the two controllers, the following switching logic was implemented: initially the controller with the control input of the EGR valve is actuated. If its EGR flap valve position demand is reached the 90% position, then, the switching logic actuates the other controller which operates with the exhaust throttling while holding a constant wide open EGR valve position. Switching back is occurring when the position control demand of the exhaust flap drops to 50%. Rooting from the nonlinear behavior of the system the exhaust flap valve has an only marginal effect below the 70% position.

The separated state-space models were Jacobian linearized respectively around the operation point of 1250 RPM engine speed and moderate load equilibrium point. With the above-defined weighting matrices and linear SISO state-space systems, the CARE
was solved, and the controllers were synthesized in discrete time. The two controllers were implemented in MATLAB/Simulink environment with a sampling time of 1 ms. All the states were measured directly.

5. EXPERIMENTAL RESULTS

The implementation was made on a dSpace MicroAutoBox rapid prototyping hardware. There were two stationary measurements taken at 1000 RPM and 1250 RPM. The engine load was 100 Nm at 1000 RPM and 200 Nm at 1250 RPM. Higher loads are not typically suitable for the operation of the intake manifold oxygen concentration controller since the low level of the cylinder charge oxygen content would not allow high fuel injection or at least cause reduced air-to-fuel ratios and consequently high particulate matter emission. All the measurements start with 21% cylinder charge oxygen concentration demand as a reference. During this initial period, the EGR valve is fully closed, and the exhaust flap is wide opened. After it, steps were performed with one percent increment down until 17% oxygen content.

![Cylinder charge control at 1000 RPM and 100 Nm](image)

Fig. 2 Cylinder charge control at 1000RPM and 100 Nm
Fig. 2 depicts the measurement results at 1000 RPM with 100 Nm load. The first subplot shows the in-cylinder gas oxygen concentration demand and the actual measured value. The second and the third subplot shows the actual exhaust flap and EGR valve positions, respectively in percentages. As it can be seen, the 18% oxygen concentration is achievable with the opening of the EGR valve only with the position of approx. 80%. However, the further opening of the EGR valve makes not possible the realization of the 17% demand, the EGR valve saturates. Switching takes place between the to above designed LQ servo controller and the closure of exhaust throttle ensure the further increase of the exhaust gas backflow.

The demand is followed accurately during the whole test case. The raw nitrogen-oxide emission decreased from about 1350 ppm to 350 ppm which means a 64% reduction. Please note that in step from 18% to 17% the NOx decreased from 550 ppm to 350 ppm (approx. 37%) thanks to the actuation of the exhaust throttle. There is no noticeable change in fuel consumption during the whole cycle. During the reference no-EGR period the engine pumping work is negative. The opening of the EGR duct equalizes the pressures between the manifold and as a consequence, the EGR reduces the engine pumping work and consequently increases the engine effective efficiency.

Fig. 3 Controller performance at 1250RPM and 200 Nm
Fig. 3 demonstrates the controller performance in the same step response test demand cycle but the engine speed was increased to 1250 RPM and the load to 200 Nm. It can be seen that the 18 % oxygen concentration can be achieved by opening the EGR valve only similarly to the above operation point. Although, to reach the 17 % oxygen concentration the naturally evolved differential pressure conditions between the intake and exhaust manifold are not enough. Hence, the switching to the controller with the exhaust throttle was done while the control system remained stable. Meanwhile, the EGR valve was held continuously on a fully opened position. It reveals that the actual intake manifold concentration tracks within a 0.1% range the demand. In the fourth subplot line the raw NO\textsubscript{x} emission can be seen measured by a NO\textsubscript{x} sensor. The designed control structure decreases the exhaust gas NO\textsubscript{x} concentration from the initial 1716 ppm to 346 ppm, as expected, correlating with the cylinder charge gas composition. Notably, the application of the exhaust throttling resulted in a decrease from 580 ppm to 346 ppm. At this higher load, a slight increase (from 1.69 g/s to 1.75 g/s which means 3.5 %) can be observed due to the reduction of the air-to-fuel ratio.

It reveals the recommended operating range of the proposed cylinder charge control structure: at low loads where the combustion air-to-fuel ratios are high the dilution of the cylinder charge reduces the NO\textsubscript{x} emission significantly but not affects the fuel consumption. Moreover, at a such high air-to-fuel ratio there is probably no significant PM emission occurs.

6. CONCLUDING REMARKS

This paper deals with the development of a cylinder charge control function. As a first step towards this aim, a novel performance output was chosen which is the intake manifold oxygen concentration. State of the art control solutions usually uses the EGR rate tracking as a target. After it, a physics-based, nonlinear, control-oriented model of the whole engine air-path was worked out as a basis for the controller design. The modeled engine setup uses an HP-EGR valve and an exhaust throttle flap, as engine air-path actuator setup. Finally, an LQ servo control structure was developed which can ensure the tracking of the intake manifold oxygen concentration demand signal. The control structure needs to minimize the pumping losses to ensure maximum engine efficiency. It can be guaranteed only if the exhaust flap starts to close after the EGR valve saturation. For this purpose, the control model was converted into two separate SISO form: one in which only the EGR valve opening is the control input and an other where the exhaust flap. In the end, the controller performance was demonstrated with engine dyno measurements in a test sequence where cylinder charge oxygen concentration was decreased in 1 % steps to 17 % and finally settled again on 21 %. From the above test results, it can be concluded that the operation of the control structure developed in this article is advantageous and hence recommended in the below 200 Nm engine load range for this particular test engine. It shows good cooperation with aftertreatment systems: at low engine loads while the exhaust gas temperature and the efficiency of the SCR catalyst is low the proposed controller can be used for emission limitation.
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ABSTRACT

The effect of the haptic steering guidance, which is a driver assist system to apply small torque to the steering wheel to induce the smooth steering, is examined through the driving simulator experiments. The three types of the guidances, which are designed on the basis of look-ahead distances for three different radiiuses of curves, are tested. The results show the performance of the haptic guidance designed referring to the longer look-ahead distance is better than those referring to the shorter distance.

Keywords: automobiles, steering, driver assist system, driving simulator

1. INTRODUCTION

A haptic steering guidance is a driver assist system providing torque to a steering wheel to follow a target trajectory. The torque is usually smaller than that generated by a human driver, which induces smooth steering not opposing to intension of the driver[1][2]. This driver assist system is known to be effective on improving the steering performance especially in a bad weather condition like dense fog[3], a visually occluded condition [4] or when the driver feels fatigue[5].

There are two main problems to solve in this driver assist system. First one is how to decide the target trajectory. However this problem seems to be solved recently, since the technology related to automated driving has been developed. When the car travels along the same lane, the target trajectory can be known by detecting the lane markings. Although identifying the target trajectories when changing the lanes, in merging points, or at the intersections is not easy tasks for the automated driving systems, this paper does not focus on this point.

Second one is how to design the controller for the haptic steering guidance system. Usually the driver is assumed to steer the vehicle looking the point ahead of the vehicle called the look ahead point. Therefore it is reasonable to decide the assist torque considering the error between the look-ahead point and the target trajectory. However the position of the look-ahead distance is not always the same, which depends on the human drivers or on the road condition, for example the curvature, brightness of the environment, wetness on the surface. Then the authors build the haptic steering guidance system whose controllers are designed on the basis of different look-ahead positions and examined their performances on the driving simulator where the car travels in curves having several curvatures.

2. HAPTIC STEERING GUIDANCE CONTROLLER

The haptic controller is designed to reduce the lateral error and the yaw error between the look-ahead position and the target trajectory. The diagram of the look-ahead posi-
tion is shown in Fig. 1. When the position of the center of the gravity of the vehicle and the yaw angle are presented by \( G(x_G, y_G) \) and \( \theta_G \), respectively. Then the position of the look-ahead point \( P(x_p, y_p) \) and the yaw angle \( \theta_p \) are estimated using the equations shown in Eqs. (1) - (3), where \( \tau \) is the estimated time to reach the look-ahead point, called preview time.

\[
\begin{align*}
    x_p &= x_G + V \int_0^{\tau} \cos(\theta_G + \dot{\theta}_G t) \, dt \\
    y_p &= y_G + V \int_0^{\tau} \sin(\theta_G + \dot{\theta}_G t) \, dt \\
    \phi_p &= \phi_G + \int_0^{\tau} \dot{\theta}_G t \, dt
\end{align*}
\]

The lateral error \( e_y \) is the minimum distance between the target trajectory and the look-ahead distance, and \( e_\theta \) is the error between the angle of the tangential line and the estimated yaw angle at the look-ahead point. The assist torque, \( u \), of the haptic steering guidance is obtained based on PD control as shown in Eq. 4, where \( a_1, a_2, a_3 \) and \( a_4 \) are constants presenting the feedback gains.

\[
u = a_1 e_y + a_2 \dot{e}_y + a_3 e_\theta + a_4 \dot{e}_\theta\]

The values of \( a_1, a_2, a_3 \) and \( a_4 \) are decided with trials-and-errors through the test rides of the driving simulator. How to obtain the optimal values is an essential problem, however it is not treated in this article.

**3. EXPERIMENTAL SETUP**

**3.1 Subjects**
Twelve healthy males were recruited to participate in the experiment. Their age range from 21 to 24 and its mean is 22.5, and all had valid Japanese driver’s licenses. Each participant received monetary compensation for his involvement in the experiment. The experiment was approved by the Office for Life Science Research Ethics and Safety, the University of Tokyo.

**3.2 Driving Simulator**
The experiments were conducted using the driving simulator as shown in Fig. 2. It can simulate the six-degree-of-freedom motion with the Stewart platform and produce more than 120 degree front field of view with three projectors. In the cockpit, there are
three liquid crystal displays: one at the position of the instrumentation panel displays a speedometer and a tachometer, the those at the position of the side mirrors present the rear views same as those. The motor for the electric power steering system and a torque sensor are installed at the axis of the steering wheel. In addition, three cameras and two infrared flashes for an eye tracking system, Smart Eye Pro, Smart Eye AB, Sweden, are equipped.

![Eye tracking system](image)

**Fig. 2** Driving simulator: Left one is the general view and right one is the installed eye tracking system.

### 4. MEASUREMENT OF LOOK-AHEAD-POINT

To identify the look-ahead-point of the driver, the steady state cornerings of left and right turns in three different curvatures whose radiiuses are 100m, 300m, and 1000m are tested on the driving simulator. It is a single lane road whose width is 3m and the subjects are asked to travel along the center of the lane at the speed of 40km/h. Total experimental time for one trial is 120 seconds and gazing points are measured by Smart Eye between 30 and 90 seconds, which is unknown to the subjects. The scatter diagrams of the gazing points of one of the subjects in each condition is shown in Fig. 3. It is found the gazing points concentrate on the tangential point of the inner lane markings[6]. The look-ahead points are identified by calculating the center of the scattered gazing points. Figure 4 presents the identified look-ahead distances, which is the distance between the look-ahead point and the vehicle position, in each condition. For right turn, it is clear the look-ahead distance extends as the radius becomes larger, while the no clear tendency can be found in the left turn. The driver’s seat of the driving simulator assume to locate in the right side of the vehicle to adjust to the left-hand traffic rule in Japan. Therefore the subject may be able to feel the width of the car in the right side better.
Fig. 3 Measured gazing points in steady state cornerings.

Fig. 4 Look-ahead distance for each condition: * indicates the significant difference ($p<0.05$, Bonferroni).
5. PERFORMANCE OF HAPTIC STEERING GUIDANCE

5.1 Road Scenario
The identified look-ahead distances for the radiuses 100m, 300m, and 1000m are 25m, 32m, and 40m, respectively. The preview times are derived by dividing them by the speed, 40km/h. Then the three controllers of the haptic steering guidance are designed based on the preview times for the radiuses 100m, 300m, and 1000m, which are called near, middle and far, respectively. The feedback gains of the assist torque used in the experiments, \(a_1-a_4\), are 10.0Nm/m, 0.3 Nms/m, 10.0Nm, and 0.3Nms, respectively, which were decided with trials-and-errors. The schematic of the test road is shown in Fig. 4, which consists of straight in the first 300m, curve in the second 300m, and straight in the last 300m. The performance are evaluated in the curve section including 100m straight sections before the entrance and after the exit of the curve. The first 200m, the second 200m and the last 200m of the evaluation section are called entry, middle, and exit parts.

![Schematic of the test road](image)

**Fig. 5 Road for performance evaluation.**

5.2 Evaluation Index
To evaluate the performance, Standard deviation of lateral position called SDLP[7] and the integral of the squared yaw acceleration, \(Y_n\), are utilized as evaluation indexes. Equation 5 represents how to obtain SDLP, where \(\mu\) is mean of the lateral positions and \(N\) is number of samples:

\[
\text{SDLP} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu)^2}.
\]  

Equation 6 represents how to obtain \(Y_n\):

\[
Y_n = \sum_{i=1}^{n} \dot{\gamma}^2.
\]

The SDLP evaluates the steering mainly in view point of the lateral error, while \(Y_n\) assesses mainly the yaw error. Smaller value is better for both indexes.
5.3 Results

Figure 6 shows the results: mean of SDLP and $Y_n$ for each condition, where “without” means the condition when the haptic steering guidance is not applied. It is found SDLP becomes smaller when the assist is applied in the entry and exit part of the curve whose radius is 1000m, although the effect of the haptic steering guidance is not clear in SDLP in the curve whose radiuses are 100m and 300m. In $Y_n$, the effect of the assist is clearly shown in entry and exit parts and “far” setting seem to be the best even in the curve whose radius is 300m.

![Graphs showing SDLP and $Y_n$ for different radiuses and sections.](image)

Fig. 6 SDLP and $Y_n$ in the curves whose radius is 100m, 300m and 1000m: * indicates the significant difference ($p<0.05$, Bonferroni)
Figure 7 shows the assist torques and steering angles of one of the subjects in entry and exit parts in the curve whose radius is 100m. As the assist torque is applied earlier before entering the curve when the controller is designed based on the look-ahead position for the radius 1000m, that is “far” setting, the driver has longer time to prepare for the steering manoeuvre. This induces better steering performance even in the curve of the smaller radius.

(a) Assist torque in the entry part of the radius 100m curve.

(b) Steer angle in the entry part of the radius 100m curve.

(c) Assist torque in the exit part of the radius 100m curve.

(d) Steer angle in the exit part of the radius 100m curve.

Fig. 7 Assist torque and steering angle of one of the subjects in the entry and the exit part of the radius 100m curve.
6. CONCLUDING REMARKS

Through the driving simulator experiments, following conclusions are obtained:

1. The look-ahead distance extends when the radius of the curvature becomes longer.
2. The haptic steering guidance designed on the basis of the look-ahead distance for the curve whose radius is 1000m is effective in the entrance or in the exit part of the curves whose radius is smaller than 1000m.
3. The haptic steering guidance based on the far look-ahead distance seems to induce the driver to prepare for the steering maneuver earlier, which causes good steering performance in the curve.
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ABSTRACT
Accurate recognition and identification of horizontal and vertical traffic signs might be problematic for autonomous vehicles. The state of the signals significantly affects the recognition potential. To be able to safely navigate an autonomous vehicle, it is necessary to have a very accurate environment recognition. But there are a lot of problems with the sensors recognitions ability. The current article therefore addresses the fusion of different sensors, which helps to detect signs and eliminate the main problems of recognition. The paper introduces a special method to enhance the recognition potential of traffic signs by cameras, RADAR and LIDAR. The method uses a special dye or marker tool that highlights traffic signals which is recognised by RADAR. Analysing and evaluating the resulting images helps finding the weaknesses and anomalies of the different sensor systems. Searching for extreme cases from real life can be helpful in creating artificial damages to signal systems that enable the development of traffic sign recognition systems. As well as looking for opportunities that help with the identification of traffic signs now and in the presence of autonomous vehicles. This article points out the boundary values and circumstances that make a traffic sign difficult to identify, which are environment, weather, and visibility conditions and various traffic situations. The study can further develop critical test environments for traffic signs, which will help to develop future autonomous vehicle systems.

Keywords: autonomous vehicles, environment sensors, traffic sign recognition, environment recognition

1. INTRODUCTION

Nowadays, more and more manufacturers and developers deal with the development of autonomous vehicles. Among its primary goals include the development of reducing accidents on public roads and reducing the pollution of the environment. Secondary goals include a built infrastructure that relates to every participant on the roads and able to communicates about traffic.

It is imperative to ensure the perfect environment recognition for safe transport. But in the used vehicles, the sensors for traffic sign recognition are often blame. The article also introduces a measurement methodology, which is also used to test a demonstration vehicle table recognition system. Nowadays it is hard but acceptable if a given road segment misrepresents traffic signs. But when an autonomous vehicle has to travel with it, adjusting speed and adhering to the rules, accuracy is imperative. Therefore, these systems have to go through considerable progress.

In order to assist in more accurate detection, we have examined several areas. These systems include testing the camera, RADAR and LIDAR for detecting the environment and identifying traffic signs within it. The article explores one by one the possibilities and the difficulty of trying out a new system in detecting traffic signs. Highlights that, if all were to be used together the sensors, how much assistance and precision would they give to the environment.

The article is still presented with the help of the traffic signs by using a LIDAR measurement. The point cloud will show what kind of image get back and how can see
the traffic signs in the pictures. Then it can be concluded that it could be used later with other sensors.

This article points the boundary values and circumstances that make a traffic sign difficult to identify, which are environment, weather, and visibility conditions based on previous experience.

2. TRAFFIC SIGNS AND ENVIRONMENT RECOGNITION POSSIBILITIES

At this time many sensor systems used in transport and vehicle technology. There are plenty of sensors in the nowadays used vehicles. For autonomous vehicles, however, it is even more important that they work well and harmonize, because it will be able to travel on the road A point to B. In the present the transport system is concentrate for the human drivers who have the sense (hearing, sight) what needed for the driving and do the right reaction.

The vehicle receives the information from its surroundings using built-in sensors. Each sensor can provide other help with orientation. For example the autonomous environment sensor system includes a remote RADAR, which is located on the bumper. The medium and short distance RADARs and ultrasonic sensors can map the area in front of the vehicle. The long-range RADAR detects the objects in front of the vehicle at high speed. The LIDAR Laser Scanners map medium distance objects around the vehicle. The cameras are used to recognise road markings, lines and traffic signs. The sensors used in autonomous cars are shown in Fig. 1. [1]

![Fig. 1 Sensors on the autonomous vehicle](image)

Sensors can help you get information about nearby, medium and distant surroundings of your vehicle. Each sensor has its own specificity, which means it can be used well depending on other environmental influences, light conditions and other weather conditions. The intensity and sharpness of the light also have a great impact on their ability to operate. The following table summarizes the used sensors and their properties and advantages. The green fields mean the sensor is able to recognize under specified conditions, the red means it is not. (Table 1.)
<table>
<thead>
<tr>
<th></th>
<th>RADAR</th>
<th>LIDAR</th>
<th>Camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Light Condition</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Dirt of the sensors</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Speed Detection</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Measurement of distance</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Measurement range</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detection of Objects</td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Detection of Pedestrian</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 1  Advantages and disadvantages of RADAR, LIDAR and Camera

The sensors differ in the basic operating principles. The LIDAR works an optical beam and the RADAR uses sound wave to recognize the environment. The LIDAR cannot detect transparent objects because the light passes through them. The radar is able to do so and can tell the distance of the object from the vehicle. It could be solved with the data collected from the sensors which can recognise the signs, environment under other environmental conditions. Using sensor fusion can be create a map with a lot of information would be provided for an autonomous vehicle that would allow it to travel.[1]

2. RADAR CHARACTERISTICS AND PROPERTIES

The radar base was used as a different observation tool (street observations, military targets). Radars are becoming more and more common in both military and civilian environments. There are more research in the direction that radar can be used to detect the environment. [2]

Traffic sign recognition can be done with camera and LIDAR, but radar can also be used. They are trying to detect traffic signals by radar because the radar is less affected by environmental conditions (such as day and night or summer and winter). Before it, it is necessary to identify and collect cases and markings when the traffic signals detected by the radar look good.

Most radars used on the vehicle are watching moving objects, pedestrians and vehicles. But in this case it is necessary to detect objects on the edge of the road. Other objects in the traffic sign are those that may make the conditions of recognition difficult. As in the LIDAR the radar also under certain weather conditions (fog, rain) deteriorates due to the propagation ability.
Certain research results that traffic signs can be recognised by radar. But since reflective waves are taken into account and the objects are perceived, the accuracy of recognition influenced by the position and angle of the signals on the side of the road. [3]

![Fig. 2 Measuring of traffic signs with RADAR](image)

Other columns and outsourced objects may influence the identification of the signals. That’s why it is hard to use the RADAR to recognise traffic signs, but use other sensors maybe it is more precise. [7]

### 3. LIDAR CHARACTERISTICS AND PROPERTIES

The LIDAR can use the light to map the environment. The light helps to determine the distance between the vehicle and the object. The LIDAR can map medium distance objects around the vehicle and get information about them. With LIDAR, the recognition of static objects is easier than moving objects. Some research test the LIDAR for traffic sign recognition. If it is not possible to determine with full accuracy what board is on the edge of the street, its location can be easily recognized. [8]

The system works with the help of a mirror that rotates continuously and is able to determine the distance in 2D and to map the 3D environment. The process can be executed several times in succession which makes the 3D environment possible. There are two methods for determining the distance for laser scanning - the first method is to measure the time between the shot beam and the reflected beam. The second method is to measure the phase shift between the received and the reflected beam. [9]

The advantage of laser scanners is their measuring range, measuring accuracy and measuring speed. But the laser scanners cannot measure the distance of transparent objects such as glasses. So sometimes it can cause anomalies in the created point cloud image.

### 4. CAMERA CHARACTERISTICS AND PROPERTIES

The camera is the device that is most commonly used to recognize traffic signs on the roads. The cameras are in the vehicles behind the windshield, so it can see the whole road.
The cameras in the vehicle can be classified in several ways. The most important of these is where it is located on the vehicle. Most of the cameras are on the front and back of the vehicle and pans the way. Tesla is an exception because it can also use lateral placement. The other option is to classify that what colours the camera sees. Black and white, monochrome and one colour of RGB and RGB. These cameras can be further grouped for mono and stereo perception. [1]

The environmental effects have a great impact on the reliability of the camera functions. But other factors also affect the accuracy of traffic sign recognition. In the camera the colours influence accuracy. For example, if using a red-sensitive camera, it can help recognise traffic signs more easily at the edge of the road. [6]

Using the camera with other sensors can be a big step forward in recognizing traffic signs. [10]

5. MEASUREMENT METHODOLOGY WITH LIDAR

There are several possibilities in the sensor fusion and can help to correct the inaccuracy of the cameras in the field of traffic sign recognition. Other research has so far focused on the use of LIDAR to detect these traffic signals. That’s why it was created point cloud images of signals using the high-precision LIDAR available to. It was investigated what results were created about the measure.

The measurement was done in a room as a test to see what quality point clouds get from the different traffic signs. Three different types of traffic signs were used in the measurement. A “Stop! and give way”, a Pedestrian crossing sign, and a 30 Speed limit sign. The pedestrian crossing point had the best reflection capability, the stop table had a basic reflection capability, while the speed limit sign wasn’t equipped with any feature. The traffic signs were placed on a chair and the LIDAR was 3 meters ahead of them. The point clouds were taken at 45 degrees, the distance remained the same.

The results were as follows.

Fig. 3 Measuring of traffic signs with LIDAR
The used LIDAR was a high quality equipment, it can define a lot of points. Each signs were clearly visible, regardless of its reflective properties. However, using the MATLAB program and evaluating the received images, the reflectivity was clearly appear - occasionally even in a disturbingly high degree. [4]
On the vehicles, the LIDAR use less point to create an image, so it just can detected the location of the traffic signs. However, this also proves that if the number of points is increased, can get much more information about the signs at the near of the roads. [5]

5. MEASUREMENT METHODOLOGY WITH CAMERA

It would be good if the use of the sensor fusion was encouraged, so the weaknesses of the camera system were presented. Toyota CH-R hybrid was used for the measurement. The vehicle has a traffic signs recognition system detected by the camera. The measurement was done in a closed area to avoid disturbing the traffic.

It had selected 3 different speeds, which were also characteristic of the roads. It were used the 30 Speed Limit Sign for the measurement, which was hung on a vehicle. But in these cases he didn't recognize the sign at any speed. It was concluded that the background could be disturbed by recognition.

The camera only recognized the signal if it was hold it in hands at the altitudes of the prescription, because there wasn’t an appropriate tool to be fitted. The measurement methodology was chosen so that we can compare it with the factors found in PreScan later. This means that although this was only a preliminary test measurement, but it will be measured and tested later with mud, cover and some tree branch later.

The results can be found in the following table.

<table>
<thead>
<tr>
<th>Traffic Signs</th>
<th>Heights [m]</th>
<th>10 km/h</th>
<th>30 km/h</th>
<th>50 km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporary Sign</td>
<td>0.2</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Temporary Sign (cover)</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporary Sign (tree)</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporary Sign (mud)</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the road, no pedestrian</td>
<td>1.2</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>On the road, no pedestrian (cover)</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the road, no pedestrian (tree)</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the road, no pedestrian (mud)</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the road, pedestrian</td>
<td>2.2</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>On the road, pedestrian (cover)</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the road, pedestrian (tree)</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On the road, pedestrian (mud)</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Measuring Speed Limit Sign with Traffic sign Recognition System

It can be seen that they had been well recognized, the vehicle had been detected sooner and showed on the dashboard the sign but just at low speeds. At higher speeds, the signal was detected and showed only after 4 meters.

The lack of the column could have disturbed the perception. However, it is absolutely necessary with these systems to detect and showed traffic signs much sooner.
6. CONCLUSION

The different sensors each have their weak points. The radars can detect a lot of things, but in the case of traffic signs they are difficult to use because they are able to tell their place, but they cannot provide accurate information at the present. LIDAR can be used to map the environment, and with a sufficient amount of points, they would be able to provide information about their content besides the placement of the traffic signs. In many cases, the camera recognizes it well, but it is not so accurate that give precise information about the traffic signs. However, the weakness of each and the results of the tests and measurements have led to the conclusion that some new methods and the fusion of the sensors result in a much better result.
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ABSTRACT

The accident of an Uber test vehicle equipped with an intentionally partially disabled developmental self-driving system, and a driver distracted by the testing interface, on the 18th of March, 2018, in Arizona, put forward the following questions: Could the vehicle have avoided the accident or minimalized damage if the self-driving system was fully operational? Could a fully attentive driver have noticed the pedestrian in time to avoid the accident or minimize damages?

The use of a dual front headlights LUX analysis and simulation software like VirtualCrash and Dohladnost2 provided strong evidence that the accident could not have been fully prevented in either cases, but the collision would have been far less damaging for the pedestrian, thus, resulting in a presumably non-lethal accident in both hypothetical situations.

Keywords: self-driving, vehicle, accident, simulation.

1. INTRODUCTION

On the 18th of March, 2018, a test vehicle of UBER Technologies, Inc. fatally struck a pedestrian in Tempe, Maricopa County, Arizona. The car (a 2017 Volvo XC90) had its built-in ADASs (Advanced Driver Assistance Systems) disabled and was installed a developmental self-driving system by the testing company. The highly automated test vehicle was occupied by a 44-year-old female test vehicle operator with no passengers on board. The self-driving system was only partially enabled and the driver was preoccupied with the test system’s interface in the dashboard.

Since testing the employed advanced systems and accessing their test results are both impossible, outsiders can only examine the circumstances of the accident and the mandatory policeman preliminary report. Inspecting these lends the necessary amount of data to assessing a similar, but fully operational ADAS’s behavior in a similar road accident.

The present study deals with questions arising from two possible alterations of the accident situation: Could the vehicle have avoided the accident or minimalized damage if the self-driving system was fully operational? Could a fully attentive driver have noticed the pedestrian in time to avoid the accident or minimize damages? In order to answer these questions, research began with a thorough review of the circumstances of the accident and the preliminary report. Relevant terms and definitions were also reviewed, along with some UN guidelines for the public use of highly and fully automated vehicles. After that, test data was acquired from the dual front light LUX analysis of a 2017 Volvo XC90 (the exact type of car involved in the studied accident), provided by the manufacturer for the duration of the present project. Then, three simulations were created, based on the original circumstances of the
accident and data acquired from the analysis, employing complex simulation software (VirtualCrash and Dohladnost2 software). Finally, the proper conclusions were drawn from the results of these simulations.

2. THE CIRCUMSTANCES OF THE ACCIDENT

2.1 The test vehicle and the self-driving system

At the moment of the accident, the car was occupied by a 44-year-old female test vehicle operator with no passengers on board. She was doing her second round of the established test loop that night when the accident took place (9:58 p.m.). She suffered no physical harm during the incident.

The car had originally had factory built-in ADAS (City Safety system for Volvo Cars), but those were disabled for the purposes of the testing of the Uber system in question. A developmental self-driving system was installed by Uber Technologies (Fig. 1), which consisted of “forward- and side-facing cameras, radars, LIDAR, navigation sensors, and a computing and data storage unit.” In this specific case, to the standard amount of 7 test cameras, 3 more were fixed onto parts of the car (one to the windshield, one to the rear window, and one on the dashboard, facing the driver),

---
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making a total number of 10 camera angles available for investigation. An interactive self-driving system interface was also integrated into the dashboard. Although the full system would have made the vehicle a highly automated one, the testing needed human interaction as well. During the accident, the self-driving system was operational, but many of its practical functions were intentionally disabled. It couldn’t perform emergency braking or emit a warning sound in case of a detected upcoming obstacle. The automated speeding system, however, was fully operational. Thus, avoiding any accidents was the responsibility of the test driver (since the system couldn’t stop or slow down the vehicle or even warn the driver), who, in this case, failed to notice the pedestrian in time. This was due to her being engaged with the aforementioned interactive self-driving system, which required the driver’s attention from time to time in order to give next-to-instant feedback to perceived changes in travel conditions and the correctness of actions made by the system.

2.2 The environment
The accident occurred on a four-lane part of northbound Mill Avenue, with two forming left-turn lanes and two through lanes (Fig. 2). In the area of the accident, the northbound lanes are separated from the southbound lanes by a center median, which contains trees, bushes and an X-shaped brick landscaping. The four edges of this latter construction contain warning signs for pedestrians not to cross the road and use the crosswalk next to the upcoming intersection (about 360 feet or 110 meters north of the place of the accident). The speed limit at that section of the road is 45 mph (about 72 kph).

Fig. 2 The close environment of the accident.

Traffic was sparse (it was a Sunday night) and there was functional road lighting. Not all four lanes were lit sufficiently in the area of the accident, however, only the two through lanes on the right. The car was traveling in the rightmost lane.
The weather was clear with no fog ahead (according to camera footage of the accident later provided by the company and the Tempe police). There were no other external interfering circumstances apart from the limited reach of the road lighting at night.

2.3 The pedestrian
The victim was a 49-year-old female pedestrian who was crossing northbound Mill Avenue from left to right (eastward), walking her bicycle. She stepped off the brick landscaping in the center median onto the left-turn lanes, then she proceeded to cross all lanes.

Front camera footage shows that she didn’t turn to look at incoming traffic; she only noticed the car at the moment of the impact. This was quite perplexing for investigators for a while, because the car’s front headlight were turned on and working properly. The toxicology results, however, turned out to be positive for methamphetamine and marijuana, which seems to be the explanation for this. The pedestrian was hit by the left front side of the vehicle. Although the driver called 911 immediately after the accident, the victim could not be saved and died as a result of the collision.

3. RELEVANT DEFINITIONS AND UNITED NATIONS GUIDELINES

3.1 Relevant terms and their definitions
The seventy-seventh session of the UN’s Global Forum for Road Traffic Safety finalized the definition of many relevant terms in September, 2018. The following term descriptions had been agreed on:
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Dynamic Control: “carrying out all the real-time operational and tactical functions required to move the vehicle,” including the control of lateral and longitudinal vehicle motion, monitoring and responding to the road environment, and “planning and signaling for maneuvers.”

Automated Driving System: “the combination of hardware and software that can exercise dynamic control of a vehicle on a sustained basis.”

Operational design domain (ODD): “the environmental, geographic, time-of-day, traffic, infrastructure, weather and other conditions under which an automated driving system is specifically designed to function.”

Highly Automated Vehicle: “a vehicle equipped with an automated driving system,” which “operates within a specific ODD for some or all of the journey, without the need for human intervention as a fallback to ensure road safety.”

Fully Automated Vehicle: “a vehicle equipped with an automated driving system,” which “operates without any ODD limitations for some or all of the journey, without the need for human intervention as a fallback to ensure road safety.”

In addition to these definitions, the different communicational directions of vehicles have to be collaborated on, with an emphasis on the vehicle’s communication towards pedestrians. The collective term for these directions is vehicle-to-everything (V2X) communication. This mostly consists of vehicle-to-vehicle (V2V), vehicle-to-network (V2N), vehicle-to-infrastructure (V2I) and vehicle-to-pedestrian (V2P) communication. Of course, these could be separated into further categories (e.g. vehicle-to-cyclist communication), but that’s not relevant in this case. For the present study, the most pertinent term of the above list is V2P communication.

Vehicle-to-pedestrian communication includes all outwards signals that provide information to pedestrians about the intentions of the driver and foreseeable vehicular maneuvers (e.g. direction indicators), along with information about the vehicle’s status (e.g. hazard warning lights).

3.2 UN guidelines
The UN’s Inland Transport Committee has formulated several recommendations for ADAS and their users. According to these, automated driving systems should prioritize safety by monitoring the vehicle and the surroundings at all times, be able to communicate and safely interact with other road users according to traffic rules, and minimize the effects of human or mechanical errors. The systems should only operate within their ODDs, signal when they are leaving these domains and deactivate safely once human interaction occurs or needs to occur.

The resolution also recommends ADAS users to follow the proper system checking procedures before and during their journeys, be ready to exercise dynamic control when it is needed, communicate with the system, and “act lawfully at all times”.

---
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The committee clearly emphasizes the importance of communication. The systems should be able to communicate with its surroundings (including vehicles and other types of traffic participants) and its user. It seems that the ability to communicate properly is essential for avoiding accidents. The resolution, however, doesn’t define the means and methods of communication because these means and methods are currently under development.

4. METHODOLOGY

The practical study consisted of an examination of the lit area provided by the front headlights of an identical vehicle that was involved in the accident (dual front headlights LUX analysis), and two simulations. Both simulations aimed to determine if the accident could have been avoided or the injuries minimized under slightly different circumstances.

4.1 Dual front headlights LUX analysis

For the analysis of the front headlights’ lit area measurements, a 2017 Volvo XC90 vehicle was provided by the manufacturer. The test vehicle was placed in a testing area where a light-measuring rod was set up as shown in Fig. 4. The testing line was placed 3 meters from the front end of the vehicle (the end of the standard effective lighting range). The testing line started from the exact middle of the car’s width and spread 3 meters in both directions parallel to the front axle of the vehicle. 30 measuring spots were placed evenly along the testing line (20 centimeters between the spots, shown with red dots in Fig. 4).

There were two measuring sessions, during which one of the headlights were covered and the other was left alight (the setup was switched during the second session). In each session, LUX values were measured in nine height points along the testing line. The first line was at ground level (0 centimeters) and it was brought up by 10 centimeters after each round, ending at a height of 90 centimeters (one round means putting the LUX measuring rod in each of the 30 measuring spots along the test line).

This created two 10 x 30 sized tables of LUX data. During the first measuring, the front right headlight was covered and the front left headlight was measured. During the second measuring, the front left headlight was covered and the front right headlight was measured. Then the two tables of data were merged to determine the exact point in time when the driver could have noticed the pedestrian (and thus possibly avoid the accident or minimize damage).
4.2 Simulations
Three simulations were carried out with the help of the simulator program called Virtual Crash. The first simulation recreated the accident using available data from the preliminary report. The second simulation examined what would have happened if the self-driving system’s braking functions weren’t disabled at the time of the accident. The third simulation looked at the possibility of avoiding the accident in case the driver had paid attention to the road and hadn’t been preoccupied with the test interface. As preparations for this, another computer program called Dohldnost2 was employed in order to calculate how many seconds before collision would the driver have noticed the pedestrian.

5. RESULTS

5.1 Dual front headlights LUX analysis
Data gained from the dual front headlights LUX analysis can be seen in Fig. 5. and Fig. 6. Both data tables are displayed in a manner that reflects the method of the measurement.

<table>
<thead>
<tr>
<th>[LUX] 0 [cm]</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>110</th>
<th>120</th>
<th>130</th>
<th>140</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
<th>190</th>
<th>200</th>
<th>210</th>
<th>220</th>
<th>230</th>
<th>240</th>
<th>250</th>
<th>260</th>
<th>270</th>
<th>280</th>
<th>290</th>
</tr>
</thead>
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<td>320</td>
<td>340</td>
<td>360</td>
<td>380</td>
<td>400</td>
<td>420</td>
<td>440</td>
<td>460</td>
<td>480</td>
<td>500</td>
<td>520</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>---</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
</tbody>
</table>

Fig. 5 Result table of left front headlight LUX measurement.
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Fig. 6 Result table of left front headlight LUX measurement.

5.2 Simulations
Simulating the original circumstances of the accident provided the basis of comparison for the following two simulation results. Data acquired from the preliminary report made it easy to recreate the original result of the crash, as seen in Fig. 7.

The second simulation made use of the fact that UBER’s system advised immediate emergency braking 1.3 seconds before collision. The system would have been able to decelerate with a rate of 6.5 m/s in case of emergency braking. The result of the simulation can be seen in Fig. 6: collision would still have occurred but with significantly less damage to the pedestrian. The car would have collided with the rear end of the bicycle only, but it wouldn’t have hit the pedestrian directly. She would have been swept away for sure but that would have put her in a significantly less life threatening situation.
Preparations for the third simulation included importing all data gained from the dual front headlights LUX analysis into Dohldnost2. This made the simulated circumstances much more detailed with regards to light conditions. The results showed that the driver could have noticed the pedestrian 2.4 seconds before the collision. Calculating with the standard 1.0 second reaction time at night, this would have meant 1.4 seconds of quick deceleration.
After this piece of data had been fed to the simulator program, it showed similar results as the second simulation (Fig. 8). The collision would still have happened but it would have been significantly less life-threatening.

6. CONCLUDING REMARKS

To sum it up, the study’s aim was to find out if the accident involving a test car, with limited self-driving systems on board, could have been avoided or the damage minimalized in two, slightly different sets of circumstances. The results of simulations showed that the accident could not have been completely avoided neither by a fully enabled self-driving system (with emergency braking) nor by an attentive driver who is keeping her eyes on the road and doesn’t deal with the test interface. In both hypothetical situations, however, the resulting collision would have been less damaging for the pedestrian and only result in injuries.

As both hypothetical situations still result in an accident, one might wonder if self-driving cars and their testing could be made even safer. The legislators at UNECE have already made some suggestions regarding this problem. For example, they advised creating a simple tool for V2P communication about the self-driving status of the car in the form of a headlight flasher. They also brought up the use of intelligent headlights able to aim its light at detected objects. These issues provide ample opportunities for further research within the topic of self-driving vehicles.
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ABSTRACT

In the last century road transport has completely changed our life, today mobility is a social need. Initially the main motivation was to make driving easier or more comfortable, but world megatrends have oriented the development towards lower fuel consumption, higher traffic safety and reduced environmental impact. To reach these future objectives it is necessary to increase the level of automation of road vehicles. Automated vehicles will overcome today’s cars in safety, efficiency, comfort, velocity and traffic density. Driving a road vehicle is a complex controlling task, substituting the human driver with software is a challenge also from the technical side. In connected and automated vehicles the control algorithm has several steps. An important step is, when the vehicle plans its own trajectory. The inputs of the trajectory planning are the purpose of the passengers and the environment of the vehicle (through the environmental perception system of the vehicle). The inputs for the trajectory planning process are the environmental protection of the vehicle, for instance the cameras, RADARs, LIDARs or the GPS. This paper presents a LIDAR based parking place detection process for automated vehicles. Our aim to realize valet parking function with the test vehicle of the University. To reach this aim maps will be given. The first one is given as a 2204 x 1294 size matrix where the roads will be defined by ones, parking areas will be defined by twos, the obstacles and the non-road zones will be defined by zeros. The second one is given in Prescan simulation environment. The map presents a smaller area of the campus of the Budapest University of Technology and Economics. The aim is to make an algorithm which can find the parking places that has a suitable size for the test. The environmental protection will be based on two 2-D LIDARs on the front corners of the test vehicle. The position of the vehicle will be measured by a DGPS system. The parking place detection will be important for further research, where the vehicle will plan the trajectory into the parking place. The research is one of the first steps to realize automated parking features in a self-drive car.

Keywords: connected and automated vehicles, autonomous driving, self-driving vehicles, Prescan simulation environment, LIDAR based parking place detection

1. INTRODUCTION

Due to the revolution of science and technology in the last few decades, vehicles have more and more automated features or systems. To make road transport safer and environmental friendlier it is necessary to increase the level of automation of road vehicles. At the end of the day, automated vehicles are going to appear in everyday transportation.

Connected and automated vehicles will be better than today’s cars in efficiency, fuel consumption, and power, comfort, safety, and velocity and traffic density. Connected cars have another advantage: with intelligent traffic control systems, traffic jams can be decreased.

It is important to notice that the main motivation of the development of automated vehicles is the radical reduction of the accident number and severity, since 94% of the current traffic accidents can be traced back to the human drivers [1].

Due to the new features and in-vehicle systems, vehicle testing and validation became different as earlier. The new automated driving functions have to been tested in
different traffic situations, this requirement needs new testing methods and strategies and also new testing environments. The aim is the same as earlier: to guarantee road safety with reliable operation of the systems.

In this paper the next step of the path planning process will be discussed which is related to a university research [2,3,4]. In earlier research several offline path planning algorithms were discussed.

The test vehicle can senses its environment on several ways: by the 2D LIDARs (on the front sides of the vehicle), by a RADAR (at the back of the vehicle), with an intelligent camera (behind the windscreen) and with two redundant DGPS systems. In this paper the path planning algorithm will use the LIDAR signals to recognise the obstacles.

The path planning algorithm will be done on a pre-defined map. This map is the parking area of the University which was given as a map matrix in earlier researches too [3]. In this paper the testing of the algorithm will be done in Prescan simulation environment where the signals of the LIDARs and the DGPS systems can be modelled [6].

The aim of the research is to realise valet parking function on the test vehicle in the parking area of the University. Valet parking function does not need high velocities, in this case the dynamical properties of the vehicle and the manoeuvrings can be neglected. The test vehicle can be seen in Figure 1.

![Fig. 1 Photo of the test vehicle [3]](image)

**2. THE APPLIED MAPS**

The following chapter contains the presentation of the applied map matrix. This map matrix was used in earlier researches [3], in this case this presentation is shorter, straightforward version.

The map of the pilot site was compiled based on combined survey with GNSS and terrestrial laser scanning technologies.

Terrestrial laser scanning was performed by a Faro Focus 3D 120S instrument, which has a 360° horizontal scanning and ~120 m range measurement capability. The geometrical resolution was set to 6 mm in 10 m. The raw result was a unified point cloud having x,y,z coordinates and the received laser pulse intensity.
Then the point cloud was manually reduced on the surface height and all relevant object borders were drawn in Autodesk AutoCAD environment manually. The obtained situation drawing was to be checked against topology and after accepting it, all polygons were filled by texture patterns considering that four layers are requested: (1) always available road surfaces, (2) potential parking slots, (3) surfaces not available for vehicles and (4) background (extension to minimal bounding rectangle). The topologically correct and layer-organized drawing was imported into QGIS, where further checks were executed, then shp format was exported. The 10 cm resolution final occupancy grid was derived by an in-house developed Matlab script. The resulted raster has a size of $2204 \times 1294$ elements (Figure 2).

The offline part of the valet parking function had two steps. At first the map of the parking area (as a road network, see Figure 3) was simplified to a directed graph.
this graph if the start and the target point are known (as additional nodes) the shortest way between the two nodes are definable, typically by Dijkstra-based algorithms [11].

3. THE APPLIED SIMULATION ENVIRONMENT

Due to the complexity of the systems and the stochasticity of the possible traffic situations the importance of simulation tests have been increased. There are several commercial simulation software to develop and validate functions connected and automated vehicles. For this research Prescan environment was available which was useful due to the very good connection with Matlab/Simulink [6].

Based on the map matrix the parking area was also built in Prescan. In this new map it is easy to define unexpected obstacles or other road users. In the software different vehicle models can be applied. The environmental sensing of the vehicle also can be modelled, in this case the LIDARs and the DGPS system were important for this research.

![Fig. 4 The testing and validation process of connected and automated vehicles [14]](image)

The simulation environment makes possible to test the path planning algorithm without the risk of vehicle injury. Besides it also makes possible to neglect some simplifica-
tions in the algorithm (for instance the 2D perception of the LIDARs or the disturbances of environmental sensing).
The applied simulation environment can be seen in Figure 4.

4. LIDAR BASED ENVIRONMENT DETECTION

For the path planning method in this paper two sensors are necessary on the vehicle. The first sensor is the DGPS system. To synchronise the map from the viewpoint of the vehicle with the global map it is necessary to know the exact position coordinates and the heading angle of the vehicle. The applied DGPS system on the vehicle has 20 millimetres and 1 degrees accuracy. With this accuracy the implemented DGPS model can be handled as an ideal position sensor in the simulation environment.

The second sensor on the vehicle are the 2D LIDARs on the front sides. The advantage of 2D measurement is the easy handling of data. The map modifier algorithm gets the LIDAR data as a vector, where the elements of the vector are the distances from the LIDAR to the obstacle in function of the angle difference from the heading angle. The disadvantage of the 2D measurement is that the LIDAR cannot sense the obstacles which are being below or above the sensed plain.

The LIDARs on the test vehicle can see for 40 meters distance and due to their localization on the vehicle they also can see the obstacles laterally from the vehicle. In front of the vehicle both LIDARs can percept the area, so on the test vehicle they can work redundantly. In this paper a simplified LIDAR model is used. There is only one LIDAR at the front of the vehicle and the angle range is just 120 degrees, de perception near the vehicle is neglected here. In further research the LIDAR model can be extended. It is not necessary to use the whole range of the LIDARs, it will enough to use only the area which is available with vehicle driving.

Fig. 6  Synchronization of the map and the sensed environment

In Figure 6 the LIDAR signal process can be seen where the information from the map and from the LIDAR is merged with each other.
5. PARKING PLACE DETECTION

In Figure 7 the measurements can be seen with the on-board LIDARs of the test vehicle. The different pictures has different sampling. Light blue represents the parking area on the map.

As it can be seen the disturbances in the measurement are decrease in function of the sampling. The task of the signal processor algorithm is to find a free place which can be defined by the required distance two vehicles.

The sensed vehicles can be seen in Figure 8 with high sampling. By the boundary lines of the vehicles can be used for the map modification to realise the path planning. It is important that the vehicle only can sense a free parking place if it runs further near the parking place a bit because the LIDAR cannot sense the other sides of the vehicles. In further researches it will be also a task to handle moving obstacles in the parking places.
6. CONCLUDING REMARKS

Connected and automated vehicles will bring disruptive changes to road transport. The main aim of the increased automatisation is the improvement of the safety of road transport. Nowadays automated vehicles can help the driver and they can do some simpler functions on their own. The development is motivated by newer and newer functions and at the end of the day automatized functions will take over the control from the human driver.

One of the functions is the valet parking function which has higher complexity. Valet parking needs also lateral and longitudinal control, it needs advanced environment perception and it needs usually a pre-defined map of the parking area.

In this paper the main steps of the valet parking function was presented. The research was done in the parking area of the University which was modelled by a matrix and in Prescan simulation environment. From previous research an offline path planning algorithm was given, this paper is an extension with the LIDAR based environment detection.

Our test vehicle has two 2D LIDARs on the front sides. If the vehicle knows where it should search a free parking place (it knows the parking areas from the pre-defined map) it can detect the availability of the parking place by the LIDARs.

In the final chapter the measurement and the simulation of the LIDAR environment sensing was presented. The next step will be signal processing of the sensed obstacles to use it in a path planner algorithm. The logics of the whole process can be seen in Figure 9.
Fig. 9 Logics of the valet parking function
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ABSTRACT
In the field of autonomous vehicle control the ideal trajectory planning problem is of great interest. In this paper, the results of a machine learning based race track control are presented. The models of the race track, the vehicle and the sensors are provided by TORCS, The Open Racing Car Simulator. The control of the vehicle is realized with a deep dense neural network. The aim of the research is to define a learning algorithm and reward system ensuring that the learning agent develops high-level driving skills from scratch without a prior knowledge. The developed system can be seen as an end-to-end black box control, though its performance is compared to other reference methods.
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1. INTRODUCTION
Artificial intelligence's role in our daily life will be more and more significant over time. This is also true for the vehicle industry and transportation. Since its invention the AI has a long, rough developing path. It was forgotten for a long time because even in the recent past its high demand of computing capacity inhibited its widespread usage. But nowadays when we have more and more powerful computers the AI lives its renaissance.

At the same time due to never seen wealth and industrialization more and more vehicles are on the roads every day. More vehicles mean more complex transportation system and even more accidents. A solution could be to minimize the human factor with self-driving cars. Now Level 5 self-driving systems are the vision of the distant future. In 2018 there is only one commercial car to claim to be capable of level 3 self-driving (Audi A8).

Implementing such a high-level autonomous system is nearly impossible, or at least very hard with conventional programming and controlling tools. AI could make it easier to prepare a self-driving system for even unexpected situations. The world is moving in that direction. Tesla connects every data from their sold cars and uses them to train their own neural networks. In the near future Roborace, a formula racing series for autonomous cars will introduce teams using AI actively.

This paper is about the work in the field of vehicle control with neural networks which is a part of the scholarship program about autonomous vehicles at the Budapest University of Technology and Economics.

In Section 2 the theoretical basis of reinforcement is introduced, Section 3 describes the simulation environment, then in Section 4 our proposed method is detailed and finally the results and the conclusion is discussed.
2. REINFORCEMENT LEARNING BASED VEHICLE CONTROL

2.1 Reinforcement Learning Introduction

In reinforcement learning (as in other areas of artificial intelligence) the learner and decision maker is called the agent. It interacts with the so-called environment, comprising everything outside the agent. These interact continually with each other, the agent selecting actions and the environment responding to these actions and presenting new situations to the agent (see Fig. 1). The terms agent, environment, and action meet the control engineers' terms controller, plant and control signals.

![Agent-environment interaction in reinforcement learning](image)

In reinforcement learning the environment can be typically formulated as a finite-state Markov Decision Process (MDP). It is described with state $s_t$ (where $s_t \in S$ and $S$ represents the system's state space), action $a_t$ changes the environment state from $s_t$ to $s_{t+1}$ with state transition probability $P(s_t, a_t, s_{t+1})$. The agent and environment interact at each of a sequence of discrete time steps, $t = 0, 1, 2, 3, \ldots$. Finally, the most interesting part of reinforcement learning is the numerical reward $r_{t+1} \in R$ indicates how well agent is doing. The agent's job is to learn how can be the reward maximized, i.e. to find policy $\pi: S \rightarrow A$ that maximizes the cumulative future reward $R = r_0 + r_1 + \cdots + r_n$ exactly the discounted future reward $R = \sum_0^n \gamma^t r_t$. The discount factor $0 \leq \gamma \leq 1$ represents the uncertainty of the future, i.e. how much the future rewards depend on the actions in the past. A prediction of cumulative future reward $V_{\pi}(s) = E_{\pi}[R|S_t = s]$ is defined as the "value" of the state which can be used to evaluate the badness or goodness of the state and therefore to select between actions. There exists an optimal policy $\pi^*$ for which $V_{\pi^*}$ is optimal for every state.

In a finite MDP, the sets of states, actions, and rewards $(S, A, R)$ all have a finite number of elements. The Markov property of MDP requires that the probability distribution of random variables (transitions and rewards) depends on the current state and action only, and on the past actions and states.

Depending on the selected method, the RL agent may include policy function, value function and model. The latter is the agent's representation of the environment, according to its presence in the solution we can categorize RL methods as model-free or model-based solutions.

2.2 Deep Deterministic Policy Gradient

Deep Deterministic Policy Gradient [4] combines the policy and value based methods above, where we substitute the policy and value-based methods with neural networks. It gives us the base equation of DDPG:
\[
\frac{\partial L(\theta)}{\partial \theta} = \frac{\partial (Q(s, a, w))}{\partial \theta}
\]

But in this case, because of the actor's deterministic policy the exploration is not provided. In order to simplify calculations, instead of using a stochastic policy, we simply add some noise to the prediction of the actor network. These neural networks are often unstable in many environments, so we also need target networks, which are slowly updated, improving stability of learning.

\[
\theta' = \tau \theta + (1 - \tau) \theta'
\]

The algorithm itself can be seen at Fig. 2.

**Algorithm 1 DDPG algorithm**

Randomly initialize critic network \(Q(s, a|\theta^Q)\) and actor \(\mu(s|\theta^a)\) with weights \(\theta^Q\) and \(\theta^a\).

Initialize target network \(Q'\) and \(\mu'\) with weights \(\theta^Q' \leftarrow \theta^Q, \theta^a' \leftarrow \theta^a\)

Initialize replay buffer \(R\)

for episode = 1, M do

  Initialize a random process \(N\) for action exploration

  Receive initial observation state \(s_t\)

  for \(t = 1, T\) do

    Select action \(a_t = \mu(s_t|\theta^a) + \mathcal{N}_\epsilon\) according to the current policy and exploration noise

    Execute action \(a_t\) and observe reward \(r_t\) and observe new state \(s_{t+1}\)

    Store transition \((s_t, a_t, r_t, s_{t+1})\) in \(R\)

    Sample a random minibatch of \(N\) transitions \((s_i, a_i, r_i, s_{i+1})\) from \(R\)

    Set \(y_i = r_i + \gamma Q'(s_{i+1}, \mu'(s_{i+1}|\theta^a'))(\theta^Q')\)

    Update critic by minimizing the loss: \(L = \frac{1}{N} \sum_i (y_i - Q(s_i, a_i|\theta^Q))^2\)

    Update the actor policy using the sampled policy gradient:

    \[
    \nabla_{\theta^a} J \approx \frac{1}{N} \sum_i \nabla_{\theta^a} Q(s, a|\theta^Q)|_{s=a, \mu(s)} \nabla_{\theta^a} \mu(s|\theta^a)|_{s_i}
    \]

    Update the target networks:

    \[
    \theta^Q' \leftarrow \tau \theta^Q + (1 - \tau) \theta^Q'
    \]

    \[
    \theta^a' \leftarrow \tau \theta^a + (1 - \tau) \theta^a'
    \]

  end for

end for

Fig. 2 DDPG pseudo code

### 3. SIMULATION ENVIRONMENT

#### 3.1 TORCS

The Open Racing Car Simulator (TORCS) [5] is an open source 3D car racing simulator, used as an ordinary car racing game and as a research platform. It is developed by Eric Espié, Cristopher Gouinneau and Bernhard Wymann. The simulation features a simple damage model, collisions, tire and wheel properties (springs, dampers, stiffness, etc.), aerodynamics (ground effect, spoilers, etc.) and much more.

There is an extension for TORCS, hereafter referred to as Competitition Software [6]. This software extends the original TORCS a server-client architecture (see Fig. 3.).
3.2 Client Environment
The client is based on Chris Edward's SnakeOil library [7]. SnakeOil is a Python library for interfacing with the Competition Software patched TORCS. Using SnakeOil writing a code for a client is very easy. It calls the function that gets the sensory data every 20 milliseconds and will eventually send the response. The initial project, which is Ben Lau's DDPG TORCS project [8] uses this library. It uses DDPG with an actor and critic networks having 300 and 600 neurons in their 2-2 hidden layers. As it could be seen later, we reduced the number of neurons in each hidden layer to 128.
The agent was trained on 'CG-Track2' racetrack and tested on 'Street1' and 'E-Track5' (see Fig. 4).

4. LEARNING TO RACE

a. Modified sensors and rewards
With the reduced numbers of hidden layer neurons, we could not reproduce the results of the original project. Our answer for this challenge was rethinking the input data and the reward system. We needed less, but more 'informative' inputs. Instead of the original, 29 sensor data, we ended up with 12. The changes were the addition of acceleration, yaw-rate and curve radius normalized between -1 and 1 and removal of Z axis speed, RPM. The curve radius was calculated from the 19 track edge range finder sensors, therefore we could also remove 18 of them. A complete list of the inputs of the neural network:
The modified reward system is based on the Stanley controller [8] and the kinematic bicycle model [9]. Stanley had a steering angle law
\[ \delta = - \left( \psi + \arctan \left( k \cdot \frac{y}{v} \right) \right), \]
where delta is the steering angle, psi is the yaw error, y is the lateral error and k is a gain parameter. According to the bicycle model
\[ \dot{\psi} = \frac{v \cdot \tan \delta}{L}, \]
where L is the vehicle's wheelbase, in this case 2600 mm. After expressing delta from this equation:
\[ \delta = \arctan \left( \frac{\dot{\psi} \cdot \frac{L}{v}}{v} \right) \]
we can equate this to the Stanley model's delta:
\[ \left( \psi + \arctan \left( k \cdot \frac{y}{v} \right) \right) = \arctan \left( \frac{\dot{\psi} \cdot \frac{L}{v}}{v} \right), \]
\[ \psi + \arctan \left( k \cdot \frac{y}{v} \right) + \arctan \left( \frac{\dot{\psi} \cdot \frac{L}{v}}{v} \right) = 0. \]
Hence the left side of this equation will be referred to as B. We see that the better the action, the closer the value of B to zero. We used an empirical formula to calculate a normalized reward using the value of B and the X-axis velocity of the car:
\[ \text{Reward} = \frac{\tanh \left( \frac{v}{150} \right) \cdot \cos \sqrt{B \cdot \pi \cdot \frac{2}{3}}}{\sqrt{B \cdot \pi \cdot \frac{2}{3}}}. \]
We needed to divide the X-axis velocity with 150 because the top speed of the car is around 300km/h, and the \( \pi \cdot \frac{2}{3} \) factor to set the argument of the cosine function between \(-\pi\) and \(\pi\).
If the car is out of track or running backwards (yaw angle is greater than 180 degrees) the episode terminates, and the agent gets a reward equals to -1.

b. Modified Negative Reward Calculation
The basic idea behind that new method is that the agent maybe never experiences negative reward right before the end of an episode, because the reward system is based on states, not on actions. In DDPG, we use future discounted reward, because the great
negative reward at the end of an episode has an effect on this. But at such a complex problem like this (50 steps per second, a lot of input data, etc.) the future discounted reward is not effective enough. In some cases, there are situations when it is improper to punish the agent, but in but in another cases, it must be given a negative reward despite of it is in a very similar state. For example, driving in the edge of the track is sometimes desirable, but steering the car out of the track is a big mistake. Maybe it could be solved with an overcomplicated reward system, but instead of that, we figured out a new method, which could judge whole processes instead of just steps more effectively than discounted future reward.

A solution to this problem could be that if we did not determine the reward instantly, but after a few steps. It can be easily implemented without major changes in the code because the structure of the DDPG. The \((s, a, r, s')\) transition is added to the Replay Buffer, and after that we sample a random minibatch of some transition from there, so it is possible to wait a few steps to determine the value of the reward.

We sliced every episode into small, 100 step (2 seconds) pieces. After 200 steps, the first 100 transitions with the original values of rewards are added to the Replay Buffer. From now, after every 100 steps, the next 100 steps slice is added too. At the end of every episode (in case the car crashes, etc.) there is a complete and an incomplete slice of 100 steps which are not added to the Replay Buffer. The idea of judging whole processes is implemented by applying linear interpolation on the value of rewards in the last 100 steps between the last value (-1) and the hundredth last value, as seen on the linear interpolating the value of rewards in the last 100 steps as seen on Fig. 5.

![Fig. 5 New negative reward calculation](image)

In case of this method we tried two similar reward systems. First the one that was introduced in Modified sensors and rewards, as seen as (11), then a slightly modified version, as setting the gain parameter \(k=0\) and changing the factor under the square root to \(\pi \cdot \frac{2}{\sqrt{L}}\):

\[
\text{Reward} = \tanh \left( \frac{V_S}{150} \right) \cdot \cos \sqrt{\left( \psi + \arctan \left( \frac{L}{v} \right) \right) \cdot \pi^2}.
\]
This calculation ignores the lateral error, so in theory it encourages the actor to find apexes. This assumption was correct. Agent was trained on 'CG-Track2' racetrack and tested on 'Street1' and 'E-Track5'.

5. RESULTS

This new method (Modified Negative Reward Calculation) was the most promising we have tried. It was the only one, where the agent learned how to brake, and could complete a whole lap on E-track5 and found the apex in left turns. It was trained for a few hundred episodes. While training, the agent has learned not to crash into walls at the very beginning of the track in just 10-15 episodes, but in 30-50 episodes it began to use the brake increasingly, causing that it stood still at the starting line. But too low speed is punishable too, like crashing the walls, so after a while the agent has learned that it should start first and only use brake before the turns. If the agent completed a lap while testing, the episode was terminated after a given number of steps during lap two. The process can be seen in Fig 6.

![Fig. 6 Maximum raced distance (blue) and velocity (red) over episodes using modified negative reward calculation](image)

6. CONCLUDING REMARKS

There is a great potential in automotive use of neural networks and machine learning. We saw that choosing a proper state-space and reward system can improve the training speed and the results. Sometimes this is not enough because the complexity of the problem like the control of a simulated racecar in a virtual world when in every seconds there are 50 steps. DDPG is simply ineffective with the given neural networks size and computing time available.

This new method called “Modified negative reward calculation” is an improvement in the rewarding system. The idea behind is that we should “punish” whole processes instead of just the episode's terminating step worked. It was the fastest learning method that we tried in these months, and it was the only one which used the car's brakes before entering a turn. This is the most promising algorithm of all we implemented, so in the future our research will be focus on this method.
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ABSTRACT
Nowadays, the automotive branch gains more and more importance in industry in the EU and in Hungary as well. The automotive sector consists of a complex supply chain, as the products (vehicles) are getting more and more complex as well. Quality is the most important factor of mass production of automotive products. Failure Mode and Effect Analysis is a quality tool of the automotive industry. FMEA has a long history from the 20th century until nowadays. It was developed by the NASA for identifying risks in processes. Soon it came to light that this method can be used for the analysis of different processes as well. At the end of the 20th century, it was the most known quality tool of the automotive industry. FMEA usage is not just a possibility in the automotive sector, but it is a must according to IATF 16949:2016, the surplus criteria of the ISO 9001:2015. (The usage of the IATF 16949 standard is obligatory for car producers and their supply chain.) Even the car producer companies made as well their own requirements in the past like the AIAG (USA) and VDA (Germany). In my work, I define the VDA FMEA methodology.

Keywords: automotive industry, domestic automotive industry, automotive manufacturers, Failure Mode and Effect Analysis, IATF 16949:2016

1. INTRODUCTION
Domestic automotive industry has a long history from the end of the 19th century until nowadays, despite that our region is not obviously industrial. Nowadays, all levels of the automotive supply chain is represented in Hungary (automotive manufacturers and automotive suppliers). Hungarian automotive industry is a dynamically growing and internationally recognized sector [1]. This is mainly a result of the relocalization trend in the industry which affects the biggest automotive companies [2]. As this industry branch is significant in employment and performance it is worth to analyze. The quality of automotive products increases competitiveness. Working according to standards is the key feature of success in this sector, so in my work I present IATF 16949:2016. Failure Mode and Effect Analysis is one of the core quality tools. It’s usage is even obligatory according to standards and quality handbooks of trade associations.

The paper is organized as follows: Chapter 2 introduces the present situation of automotive industry, Chapter 3 presents IATF 16949:2016, Chapter 4 defines FMEA and its different types. Finally, the study is summarized in Chapter 5.

2. AUTOMOTIVE INDUSTRY
In Chapter 2, the aim is to present the automotive industry of the European Union and Hungary. It is important to analyze the automotive status of the region to recognize tendencies in the region.
2.1 Automotive industry in the European Union

As Hungary is a member state of the European Union, I would like to summarize the most important features of the EU automotive status at first.

According to statistics, the automotive industry employs approximately 12 million people in Europe:

- approximately 3 million people are employed in manufacturing area,
- approximately 4 million people are employed in sales and maintenance,
- approximately 5 million people are employed in transportation.

In addition, automotive industry accounts for 4% of the EU’s industry [3]. In Table 1, the most important features of automotive are summarized.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor vehicle production (EU28)</td>
<td>19.6 million units</td>
</tr>
<tr>
<td>Passenger car production (EU28)</td>
<td>17 million units</td>
</tr>
<tr>
<td>Motor vehicle registration (EU27)</td>
<td>17.5 million units</td>
</tr>
<tr>
<td>Passenger car registration (EU27)</td>
<td>15.1 million units</td>
</tr>
<tr>
<td>Motor vehicles in use (EU28)</td>
<td>298.9 million units</td>
</tr>
<tr>
<td>Passenger cars in use (EU28)</td>
<td>259.7 million units</td>
</tr>
<tr>
<td>Motorisation rate (EU28)</td>
<td>587 units per 1000 inhabitants</td>
</tr>
<tr>
<td>Average age of vehicles (EU 25)</td>
<td>11 years</td>
</tr>
<tr>
<td>Vehicle export (EU28)</td>
<td>138.6 billion EUR</td>
</tr>
<tr>
<td>Vehicle import (EU28)</td>
<td>48.3 billion EUR</td>
</tr>
</tbody>
</table>

Table 1. Important features of EU automotive industry 2016-2017 [4]

According to recent data, 19.6 million motor vehicles were produced in the EU, which means 20% of global motor vehicle production. Besides, 17 million passenger cars were manufactured, which is 21% of global passenger car production. Meanwhile, 17.5 million motor vehicles and 15.1 million passenger cars were registered in the period of 2016-2017.

Not only production is relevant, but the number of vehicles in use as well: 298.9 million motor vehicles and 259.7 million passenger cars were used in 2017. The motorisation rate was 587 units per 1000 inhabitants (motorisation rate was 389 in Hungary) in 2017. It is an interesting fact that the average age of the cars were 11 years. (Yearly vehicle export was 138.6 billion €, and import of 48.3 billion € [4].)

The relevance of EU automotive industry can be seen on Figure 1 as well. There will be 227 automobile assembly and production plants in the period of 2018-2019 [5]. As it can be seen on Figure 1, five automotive production plants will be located in Hungary [5]. These plants are/will be the following:

- Suzuki production plant in Esztergom (built in 1991) [6],
- Opel production plant in Szentgotthárd (built in 1991) [7],
- Audi production plant in Győr (built in 1993) [8],
- Mercedes production plant in Kecskemét (built in 2008) [9],
- BMW production plant in Debrecen (planned to be built in 2019) [10].
2.2 Automotive industry in Hungary

The Hungarian automotive industry consist of 5 automotive production plants (Suzuki, Opel, Audi, Mercedes, BMW) as mentioned in Chapter 2.1, and several automotive suppliers are situated in the region of automotive plants [5].

Automotive industry is an important domestic branch, although it must be pointed out that Hungary is not the leading country in this area. Amongst the Visegrád Group (V4) members (Czech Republic, Poland, Slovakia, Hungary) Hungary is at the third place in the amount of automotive production plants. According to 2015 data, 15 automotive production plants were located in Poland, 8 in the Czech Republic, 4 in Hungary and 3 in Slovakia [2]. Besides this, at the beginning of the 2010’s there were more than 600 companies (suppliers) operating in this sector (in Hungary), with 15 billion EUR revenue and the employment of approximately 100,000 people [11]. These values exceeded until 2017: more than 700 companies (suppliers) are operating in the sector, with 26.1 billion EUR revenue and approximately 175,800 people employed [12]. In Table 2 the important features of automobile producers are presented.

<table>
<thead>
<tr>
<th>Company name</th>
<th>Number of employees</th>
<th>Car/engine production</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magyar Suzuki Corporation</td>
<td>3100</td>
<td>176,705 (car)</td>
</tr>
<tr>
<td>Mercedes-Benz Manufacturing Hungary Ltd.</td>
<td>4000</td>
<td>ca. 190,000 (car)</td>
</tr>
<tr>
<td>Opel Szentgotthárd Ltd. (PSA)</td>
<td>1251</td>
<td>486,302 (engine)</td>
</tr>
<tr>
<td>AUDI Hungária Ltd.</td>
<td>12,307</td>
<td>105,491 (car) 1,965,165 (engine)</td>
</tr>
</tbody>
</table>

Table 2. Production values and employment data of automotive manufacturers (2017) [12]
As it is stated in Table 2, the employment and production values of automotive manufacturers are outstanding. AUDI Hungária Ltd. itself employed 12,307 people, produced 105,491 cars and 1,965,165 engines in 2017 [12].

The TOP3 Tier 1 automotive suppliers in Hungary are: Bosch Group, Continental Group and Knorr-Bremse Group, according to Table 3. (As well it is important to see that these enterprises are subsidiaries of German companies.)

<table>
<thead>
<tr>
<th>Company name</th>
<th>Location (manufacturing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bosch Group</td>
<td>Hatvan, Miskolc</td>
</tr>
<tr>
<td>Continental Group</td>
<td>Budapest, Szeged, Nyíregyháza, Veszprém, Makó, Vác</td>
</tr>
<tr>
<td>Knorr-Bremse Group</td>
<td>Budapest, Kecskemét</td>
</tr>
</tbody>
</table>

Table 3. TOP3 Tier 1 automotive suppliers [12]

3. INTRODUCTION OF IATF 16949:2016 (AUTOMOTIVE QMS STANDARD)

In this Chapter my aim is to introduce IATF 16949:2016, which is an important key to ensure the quality of automotive products. IATF 16949:2016 (1st edition) is the replacement of the ISO/TS 16949 technical specification, which is the surplus criteria of ISO 9001. IATF 16949 is an automotive QMS standard, which is obligatory in the automotive industry. ISO/TS 16949 had three editions (1st edition in 1999, 2nd edition in 2002, 3rd edition in 2009)[13]. As all ISO/TS 16949 certificates expired on 14th September 2018, it was crucial for the organisations to switch to IATF 16949. The transition to IATF 16949 could have been done with transition audits, or later on with initial audits [14]. It is important to point out, that IATF 16949:2016 cannot be considered as a stand-alone standard, but it must be used in conjunction with ISO 9001:2015 [15].

IATF 16949:2016 standard was issued by IATF (International Automive Task Force), which is an „ad hoc” group of automotive manufacturers and trade associations. The aim this group is to provide quality products.

This goal can be reached through the following: with consensus development concerning international quality system requirement; with providing training to support requirements; with supporting formal connections of appropriate bodies; with developing policies and procedures [16].

IATF includes the following members: automotive manufacturers:BMW Group, FCA US LLC, Daimler AG, FCA Italy Spa, Ford Motor Company, General Motors Company, PSA Group, Renault, Volkswagen AG; trade associations: AIAG (Automotive industry Action Group, United States), ANFIA (Associazione Nazionale Filiera Industria Automobilistica, Italian Association of the Automotive Industry, Italy), FIEV (Fédération des Industries des Equipements pour Véhicules, Equipment Industries Vehicle Federation, France), SMMT (The Society of Motor Manufacturers and Traders, United Kingdom) and VDA QMC (Verband der Automobilindustrie, German Association of the Automotive Industry, Germany) [16].
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In the following, I would like to summarize the most important FMEA-affected parts of IATF 16949:2016:

Product (Design) and process FMEAs have to be conducted and special approvals have to be obtained in terms of part Product Safety (Section 4.4.1.2) [15],

According to part Design and development planning, risk analyses have to be carried out and one used tool is FMEA (Section 8.3.2.1) [15],

In term of part Special Characteristics, all features have to be marked in the Risk analyses (FMEAs) [15],

According to part Design and development output, all outputs have to be verified and validated against the input requirements (in case of FMEAs a well) (Section 8.3.5.1) [15],

According to part Manufacturing process design output, the output have to be verified against manufacturing process input requirements (FMEAs) (Section 8.3.5.2) [15],

In terms of Control Plans, the documentation has to contain the results of FMEAs, and has to be reviewed if risk analyses change (Section 8.5.1.1) [15],

According to Control of reworked product, FMEA has to be carried out on the basis of the process (Section 8.7.1.4) [15],

In terms of Control of repaired products, FMEA has to be conducted as well (Section 8.7.1.5) [15],

According to Monitoring and measurement of manufacturing processes, FMEA has to be implemented, and contain measurement techniques, sampling plans, acceptance criteria, records of actual measurement values, reaction plans and escalation process (Section 9.1.1.1) [15],

In terms of Identification of statistical tools, a proper verified tool has to be used in case of design risk analysis (D-FMEA) and process risk analysis (P-FMEA) (Section 9.1.1.2) [15],

According to Manufacturing process audit, the implementation of P-FMEA has to be regularly audited besides control plan (Section 9.2.2.3) [15],

In terms of Problem solving, the results have to be implemented in P-FMEA (Section 10.2.3) [15],

According to Error-proofing, the methods have to be implemented in P-FMEA (Section 10.2.4) [15],

In terms of Continual improvement, the organization has to carry out risk analyses (FMEA) (Section 10.3.1) [15],


As it can be seen, FMEA is an unavoidable part of automotive quality systems.

4. FAILURE MODE AND EFFECT ANALYSIS IN AUTOMOTIVE INDUSTRY

Failure Mode and Effect Analysis is a method for failure cause identification. As a result of analysis, prevention actions (reduction of failure causes) and detection actions (detection of failure causes) are formed.

There are four main types of FMEA:
• System FMEA (e.g. for analysis of a whole car),
• Design (Product) FMEA (e.g. for analysis of a given product, like control systems),
• Process FMEA (e.g. for analysis of a production process, like SMT (Surface Mounted Technology) process),
• Service FMEA (e.g. for analysis of car repair services)[17].
Risk Priority (RPN) is the index number of FMEA. It is the multiplication of three factors:
• Severity (S): failure effect seriousness rating (rated 1-10),
• Occurrence (O): failure cause prevention rating (rated 1-10),
• Detection (D): failure cause detection rating (rated 1-10)[17].
The multiplication of S, O, D factors results in RPN, the biggest rating of it is 1000.
(RPN is a value without dimension)[17].

In Chapter 3, it has been pointed out that different trade associations have guidelines
(Handbooks on FMEA). These have to be followed by automotive suppliers (these are
additional criteria to IATF 16949). In the following, the VDA method is presented, as
Hungarian suppliers are mainly in contact with German manufacturers. (FMEA is
defined in VDA Handbook 4.)[18]
According to VDA, a five-step model is implemented on FMEA creation:
1. Definition (definition of FMEA topics),
2. Analysis (identification of risks, valuation, optimization),
3. Measures (decision on measures),
4. Realization (introduction of measures, FMEA actualization and closure)
5. Communication (communication of FMEA results)[18].

In addition to standard multiplication of S, O, D other evaluation methods are
mentioned in VDA 4 Handbook as well:
• multiplication of S and O factors,
• multiplication of S and D factors,
• sum of S and O factors,
• sum of S and D factors,
• decreasing sequence of S, O, D multiplicated values,
• decreasing sequence of multiplicated S and O factors,
• decreasing sequence of multiplicated S and D factors,
• usage of risk matrix on S, O, D values[18].

In connection with development, it is important to point out that there is an ongoing
VDA and AIAG process alignment, in order to simplify the status of suppliers both in
contact with German and US automotive manufacturers[19].

5. SUMMARY

Chapter 2 pointed out the importance of automotive industry with the introduction of
EU and domestic automotive status. It can be clearly seen that automotive industry is
significant in both markets.
The aim of this study was to point out complexity of FMEA regulation and the introduction of FMEA types. The basic point is IATF 16949, but the “know-how” is defined in guidelines (Handbooks) of trade associations (e.g. VDA). Further aim of the author is to analyse the main differences and similarities between VDA and AIAG FMEA methods, as it is important actual topic due to process alignment.
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ABSTRACT
Nowadays, flying as a sport or free time activity is becoming more and more popular due to the decreasing costs of vehicles and their operation. However, this would not be possible without using modern design techniques and processes in the industry. With the spread of simulation software, cost and time demand of research and development has dropped. In addition, as a result of ever-evolving technologies the manufacturing costs have also decreased over the past few decades. One of the main scopes of this paper is to introduce the recent activity on reducing drag of the main landing gear of the SkyCruiser SC-200 autogyro by analysing the flow conditions around it using CFD (Computational Fluid Dynamics). CFD provides realistic fluid dynamic parameters and offers wide variety of different visualisation techniques in order to get better comprehension of the evolved physical phenomena. As part of the present project, some rational simplifications was performed on the geometrical model of the baseline landing gear unit, then the drag force was determined at cruising speed and altitude. Design modifications were completed with respect to the baseline model taking the experience gained into account. With the new, aerodynamically improved model the main goal was to reduce the drag of the main landing gear system, which resulted in fuel consumption reduction and lower emission rates. Better fuel consumption increases the range and the uptime of the autogyro. Sensitivity analysis and plausibility check was completed to investigate the mesh independency and the correctness of the results. Moreover, by means of an experimental aerodynamic investigation, the flow characteristics generated by the software and the real photos about the flow pattern visualized by strips of yarns were compared with each other.

Keywords: autogyro, Computational Fluid Dynamics, landing gear, drag force, industrial development

1. INTRODUCTION TO SKYCRUISER AUTOGYRO LTD.
SkyCruiser Autogyro Ltd. was founded in October 2012 with the aim to create and develop an autogyro according to high-quality standards, which is also suitable for serial production. The company’s philosophy consists in that premium quality has to be present throughout the whole lifecycle of the autogyro, starting from design through construction to operation, thus guaranteeing the costumer’s satisfaction and the company deserving to be trusted. For the company, besides safety, one of the most essential aspects is to meet the personal demands of the costumers, so each autogyro manufactured by SkyCruiser is customised.

One of the company’s main objectives is to promote the domestic microlight, sport flight, to which the company not only contributes with autogyro manufacturing, but also with air shows, sightseeing flights, education and attending various exhibitions. Considering the safety and low maintenance costs of the autogyros, as well as its favourable flight characteristics, the benefits of this type of aircraft can be exploited in a wide range of areas. Its versatility may represent an excellent solution and alternative for law-enforcement and military purposes, to secure government convoys and events, for observation and tracking objects, monitoring buildings, highways and railways, or...
even border protection. Furthermore, the potential hidden in autogyros can be used in forestry and hunting to monitor wildlife, to map and to eliminate illegal deforestation and landfills. Moreover, it can be utilised effectively also in agriculture for aerial spraying soil in order to destroy harmful insects or in populated areas for mosquito control.

SkyCruiser Autogyro Ltd. contributes to the development and growth of domestic industry, aeronautical engineering and vehicle manufacturing. Beside the inland market, it aims the foreign market also with high quality autogyros in order to achieve higher market share. The company with its continuous and innovative developments, it offers competitive solutions in comparison with other autogyro companies’ products, thus guaranteeing its position in ultralight aircraft manufacturing.

Furthermore, it is important to emphasise the company’s effort to cooperate with Budapest University of Technology and Economics, since SkyCruiser Autogyro Ltd. not only provides summer internships for flight and aircraft enthusiast students, but also offers a wide variety of interesting and useful diploma thesis topics. Therefore, for students it is provided the chance to use their knowledge acquired at the university in their profession, as well as having the opportunity to gain further expertise in aeronautics. The company can be characterised by open-mindedness to innovative and modern solutions, thus developments realised by student are often used in the autogyros.

### 2. SKYCRUISER SC-200 AUTOGYRO

The SkyCruiser SC-200 (Fig. 1) is a pusher configuration, open cabin, two-seater and tandem arrangement autogyro, based on an initially designed and built gyrocopter. Even though the current model has undergone many improvements and upgrades over the past years, the SC-200 is still based on the first autogyro of the company.

![Fig. 1 SkyCruiser SC-200 Autogyro](image)

Due to the favourable properties of stainless steel, like corrosion-resistance, excellent weldability and high strength, the SC-200 is built on a welded frame made of hollow structural sections. The arrangement of the aircraft’s landing gear is tricycle, the main
landing gears being equipped with shock absorbers for comfortable take-off, landing and taxiing.

In addition to its favourable aerodynamic properties, the fiberglass cabin also enhances the passenger comfort. The cabin is not a load-bearing element, its function is to reduce the drag of the autogyro. Owing to the open design of the SC-200, it offers excellent visibility to the crew while protecting them from the wind and increasing the security. In order to reduce the drag of the main landing gears, the wheels are also equipped with streamlined wheel cowlings.

The aircraft is powered by a Rotax 912 UL/A/F type, 4-cylinder, and four-strike boxer engine developed especially for ultralight aircrafts. The engines built in the SC-200 autogyros are equipped with a turbocharger kit, thus its maximum performance results in 125 hp. The engine is fitted with carbon-composite VelezProp propellers.

The lift is produced by a rotor of 8.4 m diameter Gyro-Tech carbon-composite rotor blades. The carbon fibre blades, despite their low weight, have high strength and are durable, since they withstand fatigue wear better resulting from vibrational stress, moreover the vibration damping properties of carbon fibre are favourable. For the convenience of the pilot, several systems in the SC-200 gyrocopter are electronically controlled, e.g. the actuation of the prerotator system, the trim control and rotor brake.

Prior to take-off the prerotation is controlled electronically, however the procedure is mechanical.

SC-200 gyrocopter technical specifications are next:
- OWE: 290 kg
- MTOW: 560 kg
- $v_{\text{cruise}}$: 100-145 km/h
- $v_{\text{min}}$: 40 km/h
- $v_{\text{NE}}$: 160 km/h
- fuel tank capacity: 65 litres
- operating time: 3-4 hours
- average consumption: 12-16 litres/hour
- required take-off distance: 20-80 metres

3. COMPUTATIONAL FLUID DYNAMICS

Over the last couple of decades Computational Fluid Dynamics, or shortly CFD, has become a determining component of modern industrial design process with the sudden advancement of the CPUs’ computing capacity. CFD means the numerical, mathematical-physical modelling of the fluid flow with the use of computers. There are many benefits of applying CFD, which makes it attractive in engineering practice; it can reproduce actual flow phenomena with acceptable accuracy. Furthermore significant amount of cost, time and human capacity can be saved, since “production” and “testing” in virtual space is less time- and cost consuming. In order to achieve the best results, the numerical methods used in the simulation can also be linked with optimization algorithms. Using CFD allows to perform analyses at locations or in special environments where direct measurements would not be possible (e.g. in the atmosphere.
of an alien planet) or the measurement sensor would largely influence the results. Owing to the wide variety of visualization techniques it makes simpler the understanding of the physical phenomena. Although CFD was primarily developed for the aerospace and nuclear industry due to its many advantages, nowadays it is extensively used in many areas of industry to examine and solve flow problems: vehicle industry, turbomachinery design, meteorology, environmental protection, building engineering and astronomy for example. [1]

The CFD is based on the conservation laws of the physics as follows:

- Mass conservation law
- Momentum conservation law (in three directions in the Cartesian coordinate system)
- Total energy conservation law

The most common approach to make turbulence computationally tractable is the Reynolds-averaged Navier–Stokes Simulation (RANS), which solves the time-averaged Navier–Stokes equations, based on statistical averaging, introducing averaged and fluctuating parameters. The turbulence is modelled and SST (Shear Stress Transport) turbulence model was used in the present case [1], [2].

4. THE AIM OF THE ANALYSIS AND STRUCTURE OF THE WORK

The first goal of the simulation was to determine the drag force on the main landing gear and wheel cowl ing of the SkyCruiser SC-200 autogyro at cruising altitude and speed using CFX software in Ansys Workbench environment. By analysing the flow field around these domains, design modifications was proposed to reduce the drag force on the mentioned components. However, the aim of this paper was not to create the optimum shape with minimum drag, since the optimisation takes longer and time-consuming process that requires significant amount of design of experiences and more complex simulations.

The baseline model was prepared, including the cabin and the main landing gear unit as a first step of this work. Simplifications were realised on them, an initial mesh was created, the boundary conditions were imposed and then, after starting the execution, the convergence and imbalance curves and data were evaluated. The obtained results were used for mesh sensitivity analysis to determine the optimal mesh configuration.

In order to know the drag force on the cabin only for plausibility analysis, as a second step, another simulation was performed with the simplified cabin without landing gear unit. In this way, in addition to obtaining the drag force on the cabin, a plausibility test was performed. The result of the CFD simulation was compared with the outcome of analytical equation based on drag coefficient determined on similar shaped body.

Finally, geometry improvements were performed on the baseline model to make the main landing gear unit more streamliner and decrease the drag force. Following the numerical analysis, the aerodynamic results of the baseline and the improved version were compared with each other.
5. PREPARATION OF THE BASELINE MODEL

The flight of the autogyro involves aerodynamically complex and complicated phenomena. Not only due to the rotor and propeller, but also because of the flow around the cabin, rotor tower, landing gear, pushing rods and other parts of the aircraft. This is the reason of the simplifications realised during the preparation of the model, otherwise an overly complex model would highly increase the computational cost, the execution time and it is less likely that simulation would provide a convergent result.

Examined from co-moving coordinate system with the aircraft, the flow is slightly decelerated and deflected downwards as a result of the induced speed caused by the rotor. However, at cruising speed (120 km/h) the flow velocity is approximately one order of magnitude greater than the induced velocity of the rotor. Thus, the downward pushing effect of the rotor on the mean flow stream becomes dominant farther behind the autogyro. Taking into consideration the shading effect of the cabin and the fact that the landing gear unit is relatively far below and not behind the rotor, leads to the conclusion that the flow reaching the landing gear is only minimally disturbed by the the rotor. According to these assumptions, the effect of the rotor was ignored in the simulation.

The propulsion system (Rotax 912 turbocharged engine equipped with Velezprop propellers) produces \(~280\) kg of thrust. Knowing the thrust and the cruising speed of the autogyro, the induced speed of the propeller can be determined by using the momentum (or actuator disk theory). [3]

\[
T = \dot{m} v_3 ,
\]

where:
- \(T\) [N]: thrust;
- \(\dot{m}\) [kg/s]: air mass flow;
- \(v_3\) [m/s]: far wake speed.

\[
\dot{m} = \rho R_{pr}^2 \pi (c_0 + v) ,
\]

where:
- \(\rho\) [kg/m³]: density of the flowing medium;
- \(R_{pr}\) [m]: radius of the propeller;
- \(c_0\) [m/s]: cruise speed;
- \(v\) [m/s]: near induced speed.

Furthermore, based on momentum theory it is known that:

\[
v_3 = 2 \cdot v .
\]

Thus, equation number (2) and (3) is substituted in equation number (1) it leads to the following equation:

\[
T = 2 \cdot v^2 \cdot \rho R_{pr}^2 \pi + 2 \cdot c_0 \cdot v \cdot \rho R_{pr}^2 \pi .
\]

In case of knowing the thrust (\(T = 2746.8\)N), the cruising speed (\(c_0 = 33.33\) m/s), the air density at cruising altitude (based on International Standard Atmosphere (ISA) at the altitude of 1000 meters above sea level: \(\rho = 1.112\) kg/m³) and the propeller diameter (\(R = 1.778\) m), the near induced speed is: \(v = 3.38\) m/s.

Thus, it can be deduced that near wake velocity is smaller by one order of magnitude in comparison with the undisturbed mean flow around the aircraft. Moreover, it is worth
mentioning that the near induced speed is defined as the velocity right after the plane of
the propeller, so in front of the propeller the effect of induced speed on the landing gear
is even less significant. Based on these considerations, the model was further simplified
by ignoring the effect of the propeller on the mean flow.
In comparison with the real physical model, there were additional simplifications on the
model used for the simulation: the rotor tower, the horizontal and the vertical stabilizers
were also ignored, since the rotor tower is above the cabin and the stabilizer surfaces are
far behind the landing gear, thus they have zero or very little effect on the examined
parts.
Further reductions were completed on the solid model of the landing gear itself (Fig. 2).
The hollow and surface parts were filled in and removed, thus reducing the complexity
and mesh size. The smaller structural elements (connectors, screws, bolts, ball joints,
the support plates of the wheel cowling and callipers) were not taken into consideration
during the pre-processing for saving cell numbers and computational time. Tubes
connecting to each other by structural joints were replaced with interconnecting rods.
The tire and the rim were also swapped with a solid disk of the same size as the original
model has. Considering that the shock absorber and the spring of the landing gear are
located inside the cabin, so they are not exposed to the flow, these parts were excluded
from the simplified model. The model of the wheel cowling being a surface model was
transformed into a solid one.

![Fig. 2 Original (without covering) (left) and the simplified (right) model
of the main landing gear unit](image)

As there are several segments on the cabin model, which have no effect on the flow
around the main landing gear unit, additional simplifications was made. In order to
reduce the calculation capacity demand by simplifying the mesh and the flow, the
upper, open segment of the cabin was enclosed with streamlined section so the flow
field inside the cabin was not simulated (Fig. 3). The flow field is expected to be
modified only above the cabin, it remains unaffected underneath. The simulation can
take the effect of the cabin into consideration when generating the flow fields around
the landing gear.
The updated geometry with all the mentioned rational simplifications discussed above in detail is suitable to simulate the flow accurately around that taking into consideration the effect of the cabin on the mean flow and to determine the drag force on the autogyro.

Fig. 3  Original model of the cabin (left) and the complete, simplified model used for the simulation (right)

6. FLOW DOMAIN PREPARATION

Large flow domain was generated around the cabin and the landing gear unit in order to minimize the propagation intensity of the disturbed flow till the outside boundaries and so to capture correctly the developed phenomena (Fig. 4). The solid domains of the structures are inside of a sphere and a non-overlapping rectangle is around them. The reason of that composition is to have possibilities setting different angle of attack by rotating the sphere around its center in the next steps (out of the present work). Only half part of the geometry was prepared due to the symmetry in geometry, boundary and flow (e.g.: there is no rotor or propeller inside the flow domain) conditions.

Fig. 4  Flow domain

7. MESHING

One of the most crucial aspects of the simulation is the quality of the mesh. The software divides the flow field into small cells and uses finite volume method to
determine the parameters of the flow field. Although smaller mesh elements provide more accurate results, it can significantly increase the calculation capacity demand. Different cell sizes were used during the mesh generation (Fig. 5). The hemisphere was divided into smaller tetra elements due to the complexity of the cabin’s geometry and the complicated flow pattern surrounding the aircraft. The rectangular cuboid domain was partitioned into larger tetra elements, since the effect of the autogyro on the mean flow is still significant in this area, but not as much as it is close to the cabin. Mesh refinement was applied on the boundary of the hemisphere and the rectangular cuboid zones to ensure the smooth transition between the cell sizes.

Fig. 5 Flow domain and meshing around the model

More fine mesh with prismatic elements was used close to the solid walls in order to capture correctly the phenomena developed in the boundary layer, where the flow velocity is less than the far field velocity by 1% (Fig. 6). [3]

Fig. 6 Boundary layer mesh at the nose of the cabin

Wall function approach was intended to be applied for reconstructing the velocity profile in the boundary layer. The logarithmic-based wall function provides adequate and accurate results at reasonably computational capacity demands except for the separation. The value of the first cell thickness away from the wall, in the form of
dimensionless distance; \( y^+ \) was specified to be 80, thus ensuring the fine mesh resolution in the boundary layer. The height of the first cell in the boundary layer is \( y = 1.09 \) mm. The boundary layer mesh was composed of 15 cell layers and the growth ratio between the different layers was set to be 1.2.

8. BOUNDARY CONDITIONS

Assuming that autogyro performs a horizontal, trimmed flight in the most of the time spent in the air, the simulation was carried out in accordance with that. The boundary conditions were defined based on International Standard Atmosphere at cruising altitude of 1000 meters and speed of 120 km/h. Subsequently, the input parameters at the given conditions were the static pressure of the air \( (p = 89,880 \text{ Pa}) \), the velocity of the medium \( (v = 33.33 \text{ m/s}) \) and static temperature \( (T = 293 \text{ K}) \).

The air as the fluid in the flow domain is defined as ideal gas with a reference pressure of 89,880 Pa. Since the Shear Stress Transport turbulence model provides accurate results for common fluid dynamics problems, this turbulence model was applied for the simulation. Furthermore, it is worth mentioning, that symmetry boundary condition was applied in the model’s plane of symmetry.

9. MESH SENSITIVITY ANALYSIS

The resolution of the mesh should not adversely influence the accuracy of the results in case of any numerical methods use spatial discretisation. In fact, finer mesh resolution means smaller element sizes and the results are more close to reality. However, for a given geometry the decrease in cell size causes increase in the number of elements, which leads to higher computational capacity and requires more time to run the simulation. Because of the computational power and time available at present disposal for beneficial business point of view, it is important to create an optimal mesh that no longer affects significantly the results of the simulation if the mesh is further refined. [4]

Fig. 7  Graph of the mesh sensitivity analysis

As far as the simulation and the mesh sensitivity study is concerned, the most important parameter is the aerodynamic drag on the simplified model of the SC-200. During the
study, the cell sizes of the rectangular cuboid and the hemisphere (including boundary
layer) were modified simultaneously, then the drag force was shown on a graph as a
function of the number of elements (Fig. 7). Concerning the results, it can be stated that
the drag force converges to approximately to -90 Newton-s. The default mesh setting
(3,602,410) was sufficiently dense and it provided results, which was not changed
significantly in case of using finer mesh. However, the subsequent simulations were
carried out with the settings used at the simulation with 4,726,321 cell numbers for the
reason to obtain even more precise output.

10. PLausibility Check of the results

In order to verify the credibility of the results obtained in the simulations plausibility
study was performed. The investigation was based on the results of the simulation on
the model without the main landing gear unit, thus the drag coefficient of the cabin was
determined stand alone. After calculating the drag coefficient of the cabin, the result
was compared with the drag coefficient of similar, but slightly different shaped body,
where the drag coefficient was determined empirically by measurements. The shape of
the cabin’s simplified model can be defined as a long, streamlined body, so if its drag
coefficient belongs to the same magnitude as the coefficient of a similar shaped body,
the results of the simulations are plausible, and they can be utilised for later analyses.

The drag coefficient of a body can be calculated using the following formula:

\[ c_D = \frac{D}{\frac{1}{2} \rho \cdot v^2 \cdot A_{hf}}, \]  

where: 
- \( D \): drag force on the cabin, without the landing gear unit, \( D = 57.505 \) N (from
the CFD results);
- \( \rho \): density of the air, \( \rho = 1.112 \) kg/m\(^3\);
- \( v \): flight velocity, \( v = 33.33 \) m/s;
- \( A_{hf} \): characteristic frontal area of the body, \( A_{hf} = 0.693774 \) m\(^2\).

The drag coefficient of the cabin:

\[ c_D = 0.1342. \]

The cabin can be considered as “a long, streamlined body”, which has the following
drag coefficient:

\[ c_D = 0.1 \] [5].

Since the drag coefficient of the cabin resulting from the simulation differs only to a
minimal extent from the empirical, measurement-based drag coefficient of a similarly
shaped body, it can be asserted, that the plausibility check was successful, the results of
the simulation provide correct, valid information.

11. Model Improvements and Redesign

Assuming that, the autogyro spends the most of its time in a horizontal, trimmed
condition during flight, it is reasonable to design new, improved model with aiming to
reduce the drag force. The new, aerodynamically improved CAD model of the main
landing gear unit (Fig. 8) was created after thoroughly and rigorous analysis of the simulation results given by the baseline model and presented in the next paragraph. During the improvements of the initial geometry, it was essential to create an aerodynamic shape having as minimal disturbing effect as possible on the mean flow. The main landing gear unit of the SC-200 autogyro can be divided aerodynamically into three major parts as i. tubes, ii. attachment point of the main strut and the damped strut and iii. wheel including its cowling. Based on the available experiences in aerodynamics, the drag of cylindrical shaped tubes is significant. Given the form of the connection point having a rather large frontal surface, the flow cannot follow its shape causing separation. As the results of the simulation revealed, the shape of the wheel cowling is also not ideal one, since the flow is disturbed by the fin of the cowling (Figs. 15 and 16.). To minimize the drag force on the model, the tubular components of the landing gear unit were covered by symmetric air foils (Fig. 8). The connection point of the main strut with the damped strut was also covered with a symmetric air foil, which forms an integrated part with the new wheel cowling. Several wheel streamliners of other aircrafts were analysed to create new design of the wheel cowling, having drop-shaped silhouette. The transition between the air foil shaped struts, the connection point with hub and the wheel cowling was adjusted with a large radius coverage to reduce interference drag.

Fig. 8 New, improved design of the landing gear and the wheel cowling

With the new, aerodynamically improved design the geometrical dimensions of the structural parts remained unchanged, so there is no need for separate redesign and conversion of the structural elements of the baseline model. Therefore, with minor modifications on the landing gear, after the production of cowling elements made of carbon fibre or fibreglass are ready to be installed. However, the cost and the weight of these additives should also be investigated to determine the beneficial of the design modification in business point of you.

12. EVALUATION OF THE RESULTS; COMPARISON OF THE BASELINE AND IMPROVED MODEL

Useful conclusions can be drawn about the examined fluid dynamics problem after analysing and interpreting data obtained by the results of CFD simulations. New design guidelines can be established by applying the outcomes of the calculations and experiences that are going to be used for creating appropriate design versions. These
design variants can be compared with each other for selecting the best alternative. However, first, parameter and evaluation criteria have to be selected to compare the results of different models with each other.

The following simulation data of the baseline and the improved model of the SC-200 autogyro was compared with each other:

- pressure distribution,
- velocity distribution and velocity vectors,
- streamlines and
drag force

in the next subchapters.

Different planes were defined in the flow domain, on which the desired parameters were shown to obtain representative illustration of the results. The same colour scales and value ranges were used on the figures to increase the level of the transparency for comparison and evaluation.

### 12.1 Pressure distribution

Three different cutting planes were defined at main landing gear for demonstrating relative pressure measured from the atmospheric one as it has the mean contribution to drag force. The pressure distribution around the redesigned wheel cowl is much more homogeneous and thus more favourable than it is in the baseline version especially around the stagnation point at the trailing edge (Fig 9). The effect of the cabin on pressure distribution can also be observed slightly upwards in front of the wheel.

![Fig 9 Pressure distribution in the vertical plane of the wheel and wheel cowl (left: baseline model, right: improved model)](image)

**Fig. 9** Pressure distribution in the vertical plane of the wheel and wheel cowl (left: baseline model, right: improved model)

![Fig. 10 Pressure distribution around the struts (left: baseline model, right: improved model)](image)

**Fig. 10** Pressure distribution around the struts (left: baseline model, right: improved model)
Similar statement can be made when examining the pressure distribution around the main- and the damped struts (Fig. 10). The pressure distribution in front of the tubes with streamliner profiles and after them is more uniform, the stagnation points has pressure distribution with less intensity, influencing areas than it is in the case of simple, cylindrical tubes.

![Fig. 11 Pressure distribution in a horizontal plane (left: baseline model, right: improved model)](image)

The pressure distribution shown in the horizontal plane (Fig. 11) reveals that in comparison with the improved model, the higher positive relative pressure before and lower negative relative pressure behind the baseline model create higher drag force.

### 12.2 Velocity distribution and velocity vectors

![Fig. 12 Velocity distribution in the horizontal plane of the connecting point and main strut (left: baseline model, right: improved model)](image)

The high and low velocity zones, stagnation points and flow separations can be observed in the velocity distributions. More massive flow separation can be observed behind the connection point of the baseline model in comparison with the improved design (Fig. 12, Fig 13). The size of separation bubble can be reduced by streamlining the connection point.

The irregular flow motion due to separation has not only effect on increasing drag force, but it can reduce the efficiency of the propeller, since it is not exposed to undisturbed flow.
In order to guarantee the expected efficiency of the propeller and maximum thrust, it is favourable to ensure homogeneous, uniform upstream flow condition with minimizing flow separation and turbulent intensity.

The extent and the intensity of the flow separation zone behind the struts are also smaller in case of improved design due to the streamliner profiles in comparison with the baseline version (Fig. 14).
The velocity vectors confirm the statements above also (Fig. 15). The flow recirculation is observed behind the connection points of the struts and wheel cowling at initial model.
the flow is nicely distributed, homogenous and follows the shape of the landing gear unit in case of the redesigned version. as the flow separation behind the rather blunt body increases significantly the drag force and fuel consumption, the improved version has more favourable aerodynamic characteristics.

12.3 Streamlines
The streamlines demonstrate also flow separation behind the connection point resulting swirling flow (Fig. 16). This is almost eliminated at the improved model. Furthermore, with the help of the streamlines, the negative, deflecting effect of the tiny fin on baseline model can also be observed, which disappears at the new design.

![Streamlines around the main landing gear and the wheel cowling](image)

Fig. 16 Streamlines around the main landing gear and the wheel cowling (left: baseline model, right: improved model)

12.4 Drag force
The one of the most important parameters of the simulation results is the drag force. It is decreased significantly with the applied aerodynamic improvements. The baseline model has 90.2 N and it is 59.7 N at the improved model, which means 30.5 N drag force reduction, which corresponds to 33.8 % reduction.

These values also include the drag force of the cabin; its effect cannot be ignored due to the interference of the parts.

Finally, it can be concluded that applied design modifications as i. symmetric air foil profile around tubular components, ii. drop-shaped wheel cowling and iii. streamliner coverage at struts-hub connection were useful, the drag force was reduced significantly.

13. EXPERIMENTAL RESULTS FOR PLAUSIBILITY ANALYSIS
Considering the baseline configuration, experimental investigation was completed to make the flow pattern be visible close to the surface of the landing gear unit. Roughly 10 cm long strips of yarns were taped down on the outside walls of the landing gear unit (Fig. 17 and Fig. 18). Then flight tests were completed. During the flying, the free ends of these yarns were moved in unsteady way due to the fluid structure interaction controlled mostly by the aerodynamic forces of the high speed air acting on the yarns. Thus the developments of the transient flow structure became visible. Video camera was used for recording the motion of the yarns. The possible vortices, the formation of the separations, the place of separation and the point of attachments can be investigated by this way.
The comparison of the experimental and the simulated results showed good qualitative agreement with each other. The location and the form of the separation bubbles close to the surface, behind and inner side of the wheel cowling and separations behind the struts are well visible in the Fig. 17. They correspond to the separations observed in Figs. 12-16 left side. Although the presented experimental investigation did not give exact results, it provided good approximation for checking the correctness of the simulation results in qualitative manner. [6]

Fig. 17 Flow pattern of the baseline model during flight represented by strips of yarn

Moreover, the intensity of turbulence can also be observed by the structure of the yarns at the end of the flight. The filaments of the yarns are rather together if they were lying in the laminar sublayer of the boundary layer, as it is show in Fig. 18 left side in a black circle for example. The filaments of the yarns are rather separated if their free end were in the turbulent log-layer or even more if they were rather out of the boundary layer in the fully turbulent and separated zones. These are also in correlation with the simulated results found in Fig. 12-16 left side.

**14. CONCLUSIONS**

CFD analysis of the baseline and aerodynamically improved version of SkyCruiser SC-200 autogyro main landing gear unit has been introduced and evaluated in the present paper with analytical and experimental plausibility check. The improvements include the applications of i. symmetric air foil profile around tubular components, ii. drop-
shaped wheel cowling and iii. streamliner coverage at struts-hub connection. The design modifications resulted in 34 % drag force reduction.

Concerning the experimental plausibility check, flight tests were performed in case of baseline model using strips of yarns. The shape of yarns during the flight and the integrity after flight in standing position were analysed and compared with the flow field resulted by the CFD simulation. The qualitative analyses showed regions with lower and higher turbulence intensities were in good agreement with each other. However, more detailed measurements and simulations are needed for validation not only at one but at more operational condition in quantitative manner to guarantee the high level confidence.
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ABSTRACT
With the spread of the automation, feasibility of the autonomous vehicles turned into an emphasized research topic in the traffic industrial branches. As autonomous vehicles on the road are the subjects of such research, there are questions about the various unmanned aircrafts in aviation. However, these issues relate mainly to small vehicles, so called drones and their applicability in urban environments. The first purpose of this article is to define a category that is based on the characteristics of the current piloted cargo aircraft and later passenger aircrafts, but it is controlled by a remote pilot and at some flight stage (en-route) it also has the ability to perform various tasks autonomously. The advantages and limitations of this category (LRPV – Large Remotely Piloted Vehicle) are described, taking into account the benefits of their use in a fleet. With the introduction of this category, air traffic control issues are raised; the second chapter of this article will show a comparative analysis of aircrafts piloted normally or by remote pilots, in which the channels of communication are highlighted. The final part of this article discusses the failure modes of these communication channels, and the issues associated with the possible solutions. The formulation of these solutions includes further research options, such as the development of a new communication channel and interface between the pilots and air traffic controllers, or a new (possibly CPDLC-like) interface between the air traffic controller and the LRPV, which allows the controller to control the vehicle with limitations in possible emergency situations.

Keywords: air traffic control, LRPV, air traffic communication channels

1. INTRODUCTION
Development, implementation and integration of the autonomous vehicles are top priority issues for most of the researchers in the 21st century. Their appearance and application are no longer unknown to the industry, as this category includes metro line M4 in Budapest or the widely known Tesla vehicles. Thus, it can be seen that there are efforts in both rail and road transport, which appear in aviation as well. A number of conference articles and publications appear on unmanned aircraft, but these publications [1, 2, 3, 5] are dealing with small unmanned aircraft, called sUAS. Generally the range of sUAS usage is widening, there are already operations on agriculture, parcel delivery or even surveillance tasks. However, in this article we do not speak about fully autonomous vehicles, but we deal with remotely piloted aircraft as a transitional step between piloted and autonomous modes. We would like to examine what challenges would be faced in air traffic control if an aircraft with similar characteristics to those of commercial passenger and cargo aircraft being controlled by pilots are transferred to remotely piloted operation or later to automation. This idea is not unknown for air transportation, since in military aviation there have been operations with RPVs (Predator, Valkyrie) for long-range military missions, whether for task reconnaissance or target destruction. We based our research on this technology. In the next chapter we define the LRPV category, and describe the advantages and limitations of applying a fleet of homogenous aircraft.
The problems in air traffic control regarding the use of a fleet are discussed in chapter 3, in which we use self-made models to identify changes and possible sources of error and the possible solutions. Finally in Chapter 4 we present the recommendations and conclusions drawn for further research.

2. LRPV – THE NEW CATEGORY

2.1 Definition

The introduction stated that there are small unmanned aircraft, and there are therefore existing categories on a basis of weight, purpose or drive. However, the purpose of this article is to identify an entirely new category as a similar idea has not been published in other publications yet. The new category is called LRPV – Large Remotely Piloted Vehicle. In terms of flight characteristics, it is fully suited to today’s operating aircraft such as the Boeing 747-8F. The first object of our research is to describe that if the controls of these vehicles are remote and they are able to operate autonomously en-route, then what are the advantages and limitations of applying a homogenous fleet of such airplanes. Later on, describing the challenges and innovations of their application will be researched.

2.2 Advantages of LRPV

When examining the advantages and limitations, we must take into consideration whether we need to list the advantages from a pilot centre point of view, or to address the financial or economic benefits of the fleet owner. If we perform the research from the point of the pilot centre, a suitable centre should be established, together with the necessary supportive infrastructure. If such a centre is established, a further issue is whether it will be established a service provider for airlines and individuals, or that an airline is establishing it for its entirely own use, or both, as a mixed solution. However, the precise conditions of the installation of a centre are not discussed in this article, it can be defined as a further research task.

For the management of a fleet with a large number of vehicles, it would be sufficient to use pilot pairs, who would simultaneously supervise several aircraft. For workload optimization and management of pair of pilots may be done in the same way like for air traffic controllers; a supervisor would be responsible for that.

The solution above (although the allocation of human resources and the associated flight optimization may be a separate research topic) is likely to ensure the operation of a large fleet compared to traditional air traffic control.

In addition to the benefits, monotonous and routine tasks could be done autonomously, to reduce staff workload and also to optimize the use of human resources. Also, it can reduce the number of staff itself, as it requires far fewer people than a conventionally piloted aircraft. There are other economic benefits of the centralized solution, particularly when using a large fleet, such as the rotation of pilots, the transport of redeemed pilots, reserving accommodation, but further research is needed to accurately explore them. In addition to the above, potential economic and financial benefits may arise from the fact that in such a case there is no need to establish a separate pilot cabin on board (this is a significant saving in itself) and in addition, the space that is released can be used as extra cargo space for freight vehicles, or you can upload premium places for passenger transport (extra revenue).
Further research can be used to give an opinion on easier maintainability and repair processes.

### 2.2 Limitations of LRPV

Problems involving automation, such as the introduction of new technology, should be mentioned first. A new technology raises not only technical, security, but trust issues too. It is questionable whether people would be prepared to switch to automation, how much they would trust in remote or machine control. In addition, in case of a failure of the remote-pilot mode, the machine cannot be taught to resolve emergency incidents, even if it is, teaching all scenarios would take a lot of time, so we do not deal with this issue now.

In addition to the new technology and the technique available, the problem of exchanging information arises. Such questions should be answered as what platforms are needed for transmitting information, examining time criticalness, and how much information is needed to ensure safe operation. Although only a detailed analysis of the amount of data required for control can provide an accurate answer, it is evident that continuous and time-critical transmission of a large amount of data (at least from the aircraft to the pilot centre) is needed.

In the flow of large amounts of information, a possible medium (e.g. terrestrial transfer stations or satellites) for transmission of information should also be examined. For satellites, it is also needed to consider the current satellite coverage. With both technologies a problem with the loss of information at the border of the coverage zones is an issue to be solved. Further disadvantages are the construction of pilot centre, the installation of the information medium and the operation with proper availability. Maintaining the information medium is a significant investment and can be expected to be recoverable only in the event of a large number of aircraft uses. This in turn raises the need for standardization of the information transmission interfaces (aircraft-medium, medium-pilot centre). With proper standardization, this transfer can even become a service, even in the presence of several operators. However, as the availability of information transfer is security critical, it is also necessary to regulate this area (information transfer service providers), or another solution can be the foundation of an ICAO-controlled specific service organization.

Before starting to deal with these problems, however, it is necessary to investigate the impact of the application of a fleet on the current air traffic management system.

### 3. CHANGES IN THE AIR TRAFFIC CONTROL SYSTEM

#### 3.1 Model of the current air traffic control system

Fig. 1 shows the simplified, schematic model of the current air traffic control system, which is a modified and updated version of the one made in [4]. Two main parts should be highlighted. One part contains the hardware and software associated with the aircraft, which are shown on the left side of the figure and the other section contains the participants, devices of air traffic control and the between them on the right-hand side of the figure. The various navigational and surveillance tools (ILS, VOR/DME, NDB, etc.) have been added just to mention only, and are irrelevant to our current research.
Fig. 1 The model of conventional air traffic control

Fig. 2. Communication channels of the conventional air traffic control model
The direct connection between two arbitrary aircraft is VHF based communication, as well as an indirect link between the transponder’s primary and secondary radar data. These radar data will be processed (SDP-Surveillance Data Processing), then combined with data derived from the flight plan (FDP — Flight Data Processing) to be transmitted to the air traffic controllers’ workstations (Workstation N). Executive Controller and a Planning Controller work in each workstations. A supervisor manages the controllers work. Communication between controllers is done via telephone. For a more detailed analysis of the communication channels present in the system, see Fig. 2.

3.2 Communication channels of conventional air traffic control
For a closer look, we have transformed our general control model, to highlight information flow channels and modes, now easier to illustrate them in the revised version. Accordingly, airplanes receive data from different navigation and airspace detection equipment and then transmit this data. The exchange of information between two aircraft can also take place through the transponders’ signals. In addition, pilots can communicate on a radio tuned to a specified frequency. Air traffic controllers talk to each other through telephony. The most important element of the communication network is the pilot-controller channel. Nowadays, information exchange is done by voice communication, but there is an alternative digital solution that is referred to as CPDLC (Controller Pilot Data Link Interchange). The core of CPDLC is the communication between the air traffic controller and the pilot in the form of text messages sent over a digital channel, requesting, issuing and executing the instructions through a continuous acknowledgement system. The operation of mixed voice and text communication is ensured by an interface on the airplane for which both the pilot and the air traffic controller have direct access.

In addition, besides the interface, we demonstrated how the pilot relies on the aircraft, and we also created an interface between the pilot and the transponder. This demonstration will play a role late, when it come to remotely piloted vehicle.

In the following subsection, we are examining how these communication channels can change if remotely piloted aircraft are integrated into civilian airspace and thus explore new challenges for joint operation.

3.3 Air traffic control issues of LRPVs in integrated environment
Fig. 3 shows the model for the control and communication channels of the mixed operation. On the left side of the figure the communication channels of the conventional control presented earlier can be recognized, while the communication channels of LRPVs are on the right side. The issues to be answered are between the aircraft-pilot-controller three-way communication triangle, so we put emphasis on it in our research.

For a clearer illustration the pilot has been place out of the aircraft and the remote control has been displayed as a lightning symbol showing that the pilot is not sitting physically in the aircraft.

However, this solution that the pilot is not directly in the aircraft does not mean a significant change in the basic operating principle. Just as in the conventional model, two interfaces are provided on the aircraft, one for communication and for the control
of the aircraft. By default, the air traffic controller does not see any difference compared to the previous case; new interfaces and communication with the pilot centre provides this (however it is important to note that the issue of communication delays should be considered separately).

However, if we do not want to maintain a pilot-aircraft connection (for example, due to the technical difficulties presented in the previous chapters and the partial implementation of the autonomous functions such as the automatic route flight), or the connection is lost periodically, we will have to face the difficulty that the aircraft can not participate in air traffic control conflict resolution. At the same time, by providing a suitable logic interface, the air traffic controller may provide the vehicle with instructions for resolving conflicts (e.g. altitude change), which would be carried out autonomously by the aircraft while the controllers maintains the safe autonomous operation of the aircraft. This solution can be particularly useful if an aircraft is actually in an autonomous flight, so it makes the pilot workload decrease. The air traffic controller will be able to do so if the LRPV switches from remote pilot mode to autonomous control en-route. This switchover would be seen by the air traffic controller on a display and so the controller can give instructions through the aforesaid CPDLC surface.

![Fig. 3 Communication channels of the integrated conventional and LRPV model](image)

The operating principle can be based on a question-response-reaction process in which the controller can give an instruction to which the aircraft responds; and there is also the possibility that the aircraft sends questions to the controller and the controller can decide whether to approve or reject the request.
The next issue is what happens when the controller loses this command-based connection with the aircraft and thus with the pilot. A solution would be the creation of a channel (or communication interface) that pilots in a remote pilot centre can connect to and communicate with a dedicated air traffic controller (here we have the premise that both the control centre and the pilot centre are well-equipped, fixed-installed facilities with basic communication capabilities). This channel is illustrated on the figure by the right side arrow line. This relationship does not exist at this time and that this research is bound to show if such a connection is needed and what could be its advantages. The specific design of the interface, its definition and the protocol for the connection can be a subject of later research.

4. SUMMARY OF RECOMMENDATIONS

In our research we used two main design suggestions for LRPV integration, which are the following:

1. A logical interface between the controller and the pilot shall be established, through which a controller may provide instructions (basically for emergency situations) to the aircraft, that the aircraft can accept or refuse; if it is accepted, it will be automatically executed without pilot intervention, at a required safety level guaranteed by the aircraft’s own autonomous system (this function may also be interpreted in the case of piloted aircrafts using robot pilots).

2. A direct, standardized link between pilot centre and air traffic controllers shall be established, primarily with the purpose for redundancy.
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ABSTRACT
The reduction of fossil fuel consumption is a current major concern for transportation: the automotive sector has already implemented many solutions for replacing the conventional combustion engines, such as both hybrid and all-electric engines, which are used more frequently day by day in the current market. Nonetheless, the aircraft industry seems to be still in the early stages of development for all-electric propulsion. The logic transition of this technology is through hybrid electric propulsion. This could not only reduce the greenhouse emissions but the cost of flying. A summary, description and analysis of the possible hybrid electric configurations has been introduced in the present work. Parallel configuration is expected to be the most feasible design for adapting the current aircrafts to hybrid electric propulsion. Then, a performance analysis during cruise flight for a small-sized aircraft (4 passengers) has been performed with a modification of the conventional Breguet equation: the range is computed depending on the energy consumption instead of depending on the mass consumption. A sensitivity study of the aircraft design parameters (flight velocity, energy split factor, power split factor) considering current batteries has been presented. It has been found that if the current cruise velocity used by the aircrafts is slightly reduced, fuel reductions can be achieved by using parallel configuration by just a slight range factor reduction. From the results obtained, more flight conditions rather than the cruise can be studied. Apart from that, one can use the range model as a base for computing the performance of other hybrid configurations also.

Keywords: hybrid electric propulsion, parallel configuration, Breguet energy range equation, small aircraft

1. INTRODUCTION
The one of the most important tasks today is the reduction of fossil fuel consumption in transportation to decrease the emission for environmental protection. The automotive sector has already implemented many solutions for replacing the conventional combustion engines, such as both hybrid and all-electric engines, which are used more frequently day by day in the current market [1]. Nonetheless, the aircraft industry seems to be still in the early stages of development for hybrid electric propulsion (HEP) [2].

As the European commission states, aviation is one of the fastest-growing sources of greenhouse gas emissions [3]. Specifically, direct emissions from aviation account for more than 2% of the global greenhouse gas emissions. If no new alternatives are implemented, the International Civil Aviation Organization (ICAO) forecasts that by 2050 the total aviation emission could rise between 300-700% more. Thus, the propulsion systems of the aircraft industry should progressively change to better alternatives if these emissions are wanted to be controlled or even reduced. In fact, the European project Clean Sky will try to validate the necessary technology for achieving the environmental goals set by the Advisory Council for Aeronautics Research in Europe (ACARE) [4]. These goals are mainly the reduction of the emissions for 2050 with respect to the aircrafts used in 2000: 75% reduction in CO₂, 90% reduction in NOₓ and 65% reduction in perceived noise. In addition, some other improvements are
desired such as the total elimination of the emissions while the aircrafts are taxiing, or even the design of aircrafts, which most of their parts are recyclable.

But not only the environmental effect is the main concern regarding fossil fuels: the main cost of flying comes from fuel consumption. Nevertheless, as more electric power is used in substitution of fossil fuels, the flying business would become progressively cheaper [5].

Finally, although the aerodynamic noise produced by some parts of the aircraft such as the propeller for example cannot be removed, the high noise levels produced by gas turbines could be eliminated if only electric motors would be used [6][7].

It seems that the aircraft industry should move towards the use of more electrified motors and the substitution of the conventional combustion engines [8]. As previously stated, the automotive industry has already started to apply these changes progressively. However, aircraft are not expected to experience such drastic propulsion change in this short period of time. The main reason for it is the low energy density that characterize the current batteries [9]. In order to increase the range of an electric vehicle, more batteries are required. While in automotive vehicles the overall weight can be slightly increased if more batteries are required, the weight increase in aircrafts is totally critical. Thus, limited number of batteries can be carried, leading the application of full electric aircraft to small aircrafts with low weight and limited range [10].

Therefore, it can be assumed that until the barriers of all-electric aircrafts such us battery energy storage are solved, the logical transition goes using hybrid-electric propulsion (HEP) system, combining both internal combustion engine (ICE) and electric motor (EM). Although still far from all-electric propulsion, HEP can provide many advantages against the ICE aircrafts in terms of efficiency, environmental effects and even flight safety [7], [11]. These advantages will certainly improve as hybrid technology gets closer to all-electric propulsion and becomes less dependent on fossil fuels.

2. HYBRID PROPULSIONS

Hybrid propulsion is defined as a system which transmits power using two or more different propulsive sources [12]. Some examples of these propulsive sources can be combustion engines, electric motors or even fuel cells among others. During the following study, just the combination of electric motors and internal combustion engines will be considered. For this reason, every time hybrid engines are mentioned in the document it would be referred to the combination of these two propulsive sources, if not specified.

These two power sources can be combined differently to produce different performance characteristics. The possible configurations of this system will be described in the following section to compare them and extract advantages and disadvantages from each one.

2.1 Hybrid propulsion configurations

The two main configurations of hybrid systems are series and parallel. Nonetheless, many other combinations arise from these two structures [7]. Moreover, each configuration is able to operate in different modes: full electric mode, full fuel mode and
hybrid mode whereas the battery can either be in charging mode or not among other possible modes.

2.1.1 Series hybrid

The main characteristic of the series configuration is the use of only the EM for powering the propeller (see Fig. 1). On the other hand, the ICE is responsible for producing electric current. The overall process of the system follows this straightforward sequence [7]:

- The ICE receives fuel from the tank;
- The engine uses the fuel to power itself and the generator;
- Then, the generator charges the battery pack;
- Finally, the energy from the battery is sent to the EM to provide power to the propeller.

In addition, the generator can also send energy directly to the EM. In case of energy regeneration, the EM would obtain the power from the propellers to charge the battery. In this type of configuration, the ICE is not coupled to the propeller. For this reason, the engine can always be kept working under the most efficient revolutions per minute to charge the batteries. On the other hand, this means that all the power for the propeller just comes from the EM, so no extra power can be obtained by the ICE [1]. For the same reason, the ICE can be shut down and the aircraft could operate using just electric energy until the battery lasts [7].

Fig. 1  Inefficiencies experienced in series configuration [13]

2.1.2 Parallel hybrid

While in the series configuration only the EM powers the propeller, in the parallel hybrid configuration both EM and ICE can power the propeller through a gearbox (see Fig. 2). The sequence followed by the system in order to provide power to the propeller is next [7]:

- The ICE receives fuel from the tank;
- The engine transmits the power through a transmission system to a coupler gear;
- In parallel, a battery pack sends current to the EM;
- Then, the motor transmits the power to the coupler gear;
- Finally, the coupler system transmits the power received by the motor and the engine to the propeller.
Both EM and ICE can provide power to the propeller separately or even at the same time due to the parallel configuration. For this reason, if the flight conditions require high power demands, the ICE could provide instantaneous power higher than the one that the EM itself could generate [12].

The system does not require certain auxiliary systems such as a generator after the ICE among other electrical components, meaning less weight is added to the aircraft. If the battery is desired to be charged, the EM motor itself can act as a generator. Moreover, there are less energy transfer losses [1].

On the other hand, the ICE is not running constantly at the maximum efficiency speed, meaning more fuel is wasted. In addition, due to the transmission coupler more complexity is added to the system, as the revolutions of the motor and engine should always match. In case of moving at different speeds, some kind of clutch to disengage the motor or the engine should be added [1].

![Efficiencies experienced in parallel configuration](image)

**Fig. 2 Efficiencies experienced in parallel configuration [13]**

### 2.2 Internal combustion engines for hybrid propulsion

The main advantages of a gas turbine are not only higher power to weight ratio, but also emits less pollutants and it requires less maintenance, as there are less moving parts than in a piston engine. Nonetheless, it has a slower respond against power demand changes as well as being more inefficient when it is not operating at design condition [14].

In this article small sized aircrafts would be the main type of aircrafts to be considered. Thus, piston engines would be the most optimal propulsive system choice, as it has been seen that gas turbines are less efficient when the size of the aircraft and motor are reduced. In addition, the fact of being part of a parallel hybrid engine system makes piston engines more suitable due to its ability to start and change its power production faster than at gas turbines.

### 3. AIRCRAFT AND PROPULSIVE SYSTEM DEFINITION

Before starting with performance calculations, a first definition of an aircraft and propulsive characteristics will be done. Initially, an aircraft used in the current market will be selected. This aircraft should have characteristics, which makes it feasible for a future adaptation with the hybrid configuration previously chosen.
After that, a study of its propeller and required power will be done, where a specific current propeller will be selected as well as doing thrust calculations for different flight speeds.

3.1 Aircraft selection
In order to obtain representative results, an aircraft currently used in the market will be considered for the analysis. As a first design criteria, this aircraft should not exceed more than 4 passengers, as the main goal of the article is to study HEP in small-sized aircrafts. Thus, the selected aircraft is the normal category Cessna 172 Skyhawk shown in Fig. 3.

![Cessna 172 Skyhawk](image)

Fig. 3 Cessna 172 Skyhawk [15]

The vehicle is a 4-seat aircraft with a maximum range of about 1185 km. Its limit speed is 302 km/h, although the maximum cruise velocity is 230 km/h [15].

3.2 Thrust requirements
The first steep of the aircraft analysis consists in studying the cruise performance. As all the weight data is provided by the manufacturer, the necessary lift can be easily calculated. Therefore, the drag force required to counteract for different flight velocities can be computed.

3.3 Propeller selection and calculation
Apart from selecting a real aircraft, a real propeller model is also used to make the results more representative. The selected propeller is the one used in the traction study done in reference [16]: propeller AV-844-1-E-C-R-(P). Nonetheless, in order to make it more similar to the propeller of the Cessna 172, just 2 blades have been taken into consideration despite this propeller is conceived as a 4-blade propeller. Following the procedure, a MATLAB code has been developed to compute the propeller performance. The input parameters of the code are the flight altitude, the flight velocity, the propeller revolutions per minute and the propeller geometry, which are constant values already given by the previously mentioned reference. The propeller revolutions have been adjusted until the desired thrust has been achieved. Then, it has been found that 1500 RPM is enough for the propeller to produce the necessary thrust. In addition, a propeller efficiency of 0.839 has been obtained at this flight conditions. This efficiency is the one used in the power calculation.

3.4 Power and energy split factor
Finally, two important factors are introduced. As HEP is being considered, the power provided by the ICE might not be the total power provided to the propeller, as the EM could propel it as well in a parallel configuration. In order to indicate the amount of
electric power provided to the propeller compared to the total power received by both EM and ICE, the power split factor $S$ is introduced [10]. Depending on which propulsive system is being used, $S$ can vary along the following values: $S = 0$, propeller powered with just the ICE; $S = 1$, propeller powered with just the EM and $S =]0,1[$, propeller powered with both ICE and EM. In addition, another design criterion for the HEP has to be introduced: the amount of fuel and batteries carried. For convenience, as in reference [10] this amount will be considered in terms of energy instead of mass. Depending on how electrified the aircraft is, the energy split factor can vary along the following values: $\psi = 0$, fuel is the only available energy; $\psi = 1$, batteries are the only available energy and $\psi =]0,1[$, fuel and batteries are both available energies. With these two parameters, the HEP system is totally defined. For the next sensitivity study, take into consideration how these two parameters vary in their limit cases are the following:
- Fuel conventional aircraft: $S = \psi = 0$,
- Full electric aircraft: $S = \psi = 1$,
- HEP aircraft: $S =]0,1[$, $\psi =]0,1[$.

### 4. RANGE FOR HYBRID ELECTRIC PROPULSION

For fuel driven conventional aircrafts, the range can be easily estimated using the Breguet equation. However, this equation is based on the mass reduction due to the fuel consumption. When using batteries, although the energy from them is consumed, the mass remains constant. For this reason, when talking about electric aircrafts other range and endurance equations which do not consider this mass loss among other aspects should be used [17].

#### 4.1 Range equation for hybrid electric propulsion

Once the thrust and efficiency of the propeller have been calculated in section 3, the range can be determined. For conventional fuel powered aircrafts, the following Breguet equation can be used [10]:

$$ R = \int_{W_{final}}^{W_{start}} \frac{V}{g \text{PSFC} C_L} \frac{1}{C_D} \frac{dW}{W} $$

Where $R$: range, $W$: weight, $V$: flight speed, $g$: gravity acceleration, PSFC: Power Specific Fuel Consumption, $C_L$ and $C_D$ are the lift and the drag coefficients respectively. This equation estimates the range of an aircraft based on the weight reduction that experiences due to the fuel consumption. Nonetheless, the batteries used to power either electric or hybrid aircrafts do not vary their mass along the flight, requiring then the use of another approach. Instead of mass reduction, the Breguet equation can be expressed in terms of energy reduction as shown in reference [10]:

$$ R = \frac{\eta_{prop}}{g \left( c_p \eta_{\text{fue}}^{\eta_{\text{elec}}} \frac{1}{1-S} + \frac{S}{\eta_{\text{elec}}} \right) C_D} \frac{C_L}{A} \ln \left( \frac{A \eta_{\text{e}} E_{\text{start}} + W_{\text{empty}} + W_{\text{payload}}}{W_{\text{empty}} + W_{\text{payload}}} \right) $$

Where $\eta_{\text{prop}}$: propeller efficiency, $c_p = \text{PSFC} g$, $H_{\text{fuel}}$: fuel energy density, $\eta_{\text{elec}}$: electric efficiency, $A = f(\psi)$ and $E$ is the energy.
4.2 Range equation considerations

Several assumptions and considerations have to be taken into account. Firstly, keep in mind that this study is made for a constant cruise flight. In addition, parallel configuration is the selected in the present case due to its desired features discussed in section 2. Using the previously mentioned range equation, the range can be computed for a constant cruise velocity as it will be shown in the following. Therefore, the range can be represented as a function of the power split factor $S$ and the energy split factor $\psi$.

![Fig. 4 Range along $\psi$ and $S$ for a constant M](image)

As seen in Fig. 4, the range increases as the energy split factor $\psi$ gets closer to 0, meaning that the aircraft is less electrified and is more similar to a fuel powered conventional aircraft. As expected, the more fuel used, the larger the range. Nonetheless, it can also be observed that the range factor increases when the power split factor increases. This means that the more EM used for powering the propeller, the larger the range.

For this propulsive configuration, the terms in (2) regarding the fuel and ICE are larger than the ones regarding the EM and electric system. As they are dividing the range, the smaller these terms are, the larger the range is. Thus, if $S$ gets close to 1, the fuel term disappears, and the overall range becomes larger. Nevertheless, increasing the $S$ normally implies an increase in $\psi$ as well, which reduces this range value.

Other considerations regarding the power split factor $S$ and its relationship with the energy split factor $\psi$ are next:

- The power split factor $S$ is constant along the flight. This implies that the EM and the ICE are powering the propeller at a constant rate during the entire cruise flight. In reality, a parallel configuration could change the proportion of each power delivery depending on the flight requirements.
- The ICE does not charge the batteries. Although a parallel configuration can have the possibility to charge the batteries from the ICE if desired, this study won’t take it into account. The starting energy from the batteries will be the only available electric energy along the flight.
The power split factor $S$ is considered equal to the energy split factor $\psi$ during the cruise flight, which is a direct consequence of the battery energy is consumed at the same time as the fuel is consumed.

5. PERFORMANCE STUDY FOR HYBRID ELECTRIC PROPULSION

From equation (2), several performance parameters can be extracted depending on the selected hybridization configuration and flight conditions. For this reason, a sensitivity study will be done in the following section to understand how the performance of an aircraft varies due to the electrification of it.

5.1 Fuel and battery mass definition

Before defining the amount of each energy source carried in the aircraft, the propulsive system of the Cessna 172 has to be modified in order to introduce the electric systems into it. Using the same ICE as in the reality plus the addition of an EM would totally compromise the overall aircraft weight. For this reason, as a first approach a smaller ICE has been selected in order to fit with the chosen EM. The main characteristics of both propulsive systems can be summarized in Table 1.

<table>
<thead>
<tr>
<th>Lycoming IO-145 (ICE)</th>
<th>EMRAX 268 (EM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>0.34</td>
</tr>
<tr>
<td>$m$ [kg]</td>
<td>87.5</td>
</tr>
<tr>
<td>$P_{\text{continuous}}$ [kW]</td>
<td>56</td>
</tr>
<tr>
<td>$H_{\text{fuel/bat}}$ [kWh/kg]</td>
<td>11.90</td>
</tr>
</tbody>
</table>

Table 1 Lycoming IO-145 and EMRAX 268 characteristics [18][19]

Apart from the EM and the ICE, an extra 9 kg have been considered regarding the electric systems (such as the inverter), transmission and planetary gears. No extra generator is required for this configuration. This new propulsive system does not exceed the previous configuration weight (116.8 kg against the previous 117 kg engine weight from Cessna 172).

In addition, as parallel configuration is being studied, both engine and motor power can be applied at the same time, providing enough continuous power as the Cessna 172 engine usually produces during cruise flight (156 kW in total for the required 87.1 kW during cruise). Moreover, the engine and motor can provide higher peak powers, which means that they are also able to perform other flight conditions that require much more power such as take-off or climb (156 kW available in total, while the Cessna 172 engine provides 134 kW). In this case 8000 feet (2438 m) cruise height will be considered. As the maximum available mass for fuel: $m_{\text{total}}$ is known (144.7 kg) as well as both energy densities $H_{\text{bat}}$ and $H_{\text{fuel}}$, the total energy $E_{\text{total}}$ can be computed by the equation (3).

$$E_{\text{total}} = m_{\text{total}} \frac{H_{\text{fuel}}}{\eta H_{\text{fuel}} + (1-\eta)H_{\text{bat}}}.$$  \hspace{1cm} (3)

Where $m_{\text{total}}$ stands for the mass and $H_{\text{bat}}$ for the energy density of battery. Defining the energy split factor $\psi$ in terms of energy instead of mass means that if $\psi$ is set to 0.5, the total mass of the battery won’t be equal to the total mass of the fuel, as it would be
higher to have the same amount of energy as the fuel. The variation of mass along the energy split factor $\psi$ will follow the shape of Fig. 5.

![Fig. 5 Fuel mass, battery mass and total mass variation along the energy split factor](image)

It can be clearly seen that after a certain value of energy split factor, the fuel mass become almost negligible while the battery mass achieves almost the maximum permitted mass for energy source.

These fast mass exchange between energy sources along the energy split factor $\psi$ is mainly due to the huge difference between energy densities of the battery and the fuel. For this reason, the total initial energy that the aircraft carries greatly decreases when the fuel is replaced by the same amount of battery mass (see Fig. 6).

![Fig. 6 Initial energy variation along $\psi$](image)

### 5.2 Range calculation at constant Mach number

For this first analysis, the Mach number is considered constant while the energy split factor $\psi$ obtain values from a range between $[0, 1]$. The selected Mach is the cruise Mach number of the Cessna 172 [15]: $M=0.182$

Proceeding with the steps mentioned at the previous chapter, Fig. 7 presents range and endurance results for several $\psi$ values. Remember that the energy split factor $\psi$ is
studied from 0 to 1 and the power split factor $S$ is always equal to this parameter. The range and endurance decrease as $\psi$ increases. Due to the low energy density of the battery compared to the fuel, whenever $\psi$ is increased, the range rapidly decreases until some point when it is no longer interesting enough for real applications.

On the other hand, Fig. 7 shows that around energy split factor $\psi$ of 0.65, the range and endurance slightly start to increase. This behavior can be attributed to the power split factor $S$ effect. Mathematically, it can be observed how at some point the power split factor $S$ makes a greater influence than the energy split factor $\psi$ in the range. For following the explanation, the range equation (2) has been rewritten with the weights of fuel and battery inside the logarithm for convenience [10]:

$$R = \frac{\eta_{\text{prop}}}{g} \frac{C_L}{\eta_{\text{elec}}} \frac{H_{\text{bat}} H_{\text{fuel}}}{(1-S)} \frac{C_D}{\psi H_{\text{fuel}} + (1-\psi) H_{\text{bat}}} \ln \left( \frac{W_{\text{bat}} + W_{\text{fuel}} + W_{\text{empty}} + W_{\text{payload}}}{W_{\text{empty}} + W_{\text{payload}}} \right)$$

(4)

Fig. 7 Range (left) and endurance (right) along $\psi$ at constant $M$

5.3 Range calculation with variable Mach and energy split factor

Finally, both Mach number value and energy split factor will be represented to have an overall understanding of how these variables affect the range. The same procedure as in the previous analysis has been followed but without maintaining constant any of the two variables.
Fig. 8 shows the abovementioned results: the range is increased when the Mach number and the energy split factors $\psi$ are decreased. It is easy to see that for the lowest Mach number the range factor greatly increases when the energy split factor $\psi$ gets close to 0. In addition, it is observed how the graph becomes almost plain with just a small increase of the energy split factor $\psi$.

6. CONCLUSIONS AND FUTURE STEPS

In order to create a more environmentally friendly and feasible aviation propulsion, aircraft technology should move towards the reduction of fuel consumption. Not only the reduction of greenhouse emissions would be reduced, but also the cost of flying would significantly decrease. Still far from the totally electrification of the aircrafts, this technology developments must transition through the development and application of HEP. Hybrid technology would not eliminate the consumption of fuel, but by slightly reduce the aircraft performance it would be able to decrease it easily with the current technology knowledge.

It seems that the easiest transition into HEP goes through parallel configurations. These designs just require the incorporation of an EM into an already known propulsion system from a current aircraft, apart from the necessary electric systems and couplers. On the other hand, series configuration would require completely new designs of the entire propulsive system, increasing the complexity and the uncertainty of its behavior and performance. In addition, parallel configuration is less heavy than the series one, apart from being more safe and powerful. Regarding the ICE, piston engines are expected to be more compatible with parallel configurations mainly due to its efficiency and ability to rapidly change its power production, especially with small sized aircrafts.

The classic Breguet equation integrates the range over the mass difference from the beginning of the flight till the end due to the consumption of the fuel. As batteries do not lose mass while being used, other equations for fully electric aircraft have been developed. However, a compromise solution between the two configurations has been used: the range equation has been integrated over the energy of the energy sources from the aircraft (fuel and battery). This is an intermediate solution which is expected to give theoretical results quite similar to the real ones, although some considerations have to be taken into account. For example, this equation depends on two essential parameters from the HEP: the power split factor $S$ and the energy split factor $\psi$ (which can be considered equal for cruise flight). According to these parameters the ICE and EM act simultaneously, constantly and during the same time along the entire flight. On the other hand, it has been assumed that the batteries are not charged during the flight, as too many inefficiencies would appear. So, this means that the starting energy from the batteries (charged on ground) is the only available electric energy along the flight.

When analyzing the range obtained for different $\psi$ configurations, it has been found that not all HEP are better than the fully electric configuration. When the mass of the battery is highly increased and there is almost no fuel mass, the range obtained by the aircraft is greatly reduced. Nonetheless, when $\psi$ keeps increasing at some point the range starts to increase. This effect, as previously explained, can be attributed to the power split factor: once the fuel mass is almost negligible, the flight becomes more
efficient when most of the power comes from the EM, which means that $S$ needs to be as high as possible.

If the application requirements are not strict to the performance provided by fully fuel aircrafts, HEP could be easily implemented reducing the fuel emissions and overall flight cost. Depending on the flight demands, the design criteria should move between all the possible $\psi$ and $M$ previously studied.

The future of both HEP and fully electric aircrafts mainly remains on the development of batteries with better energy densities. Until this barrier is not surpassed, the implementation of these technologies will still be not sufficiently promising against the fully fuel conventional aircrafts. Nevertheless, battery technology is currently improving its performance much faster than what fuel systems can.

Even though this lack of high energy density on batteries, the improvement of HEP configuration concepts would provide less inefficiencies and a better overall performance of the aircraft if implemented. For example, more studies for parallel configuration should be done regarding other flight conditions such as take-off, or even analyzing how the performance of the aircraft would change if the fuel is consumed prior or after the use of the battery energy.

Moreover, this article has concentrated on the study of parallel configuration. More analysis onto other configurations such as series should be performed to extract more conclusions about which the best configuration for each of its possible applications could be.
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ABSTRACT
Operation of turbojet engines is based on complex aero-thermodynamic laws, which exhibit significant nonlinearity over the entire range of regimes. This can be simplified to a linear model in a small neighborhood of a selected operating point, however, such models are not suitable for the complete range. For this reason, in such cases, where the direct nonlinear solutions would be too complex to solve, there are special methods to extend the effective range of the linear approaches by gain scheduling or linear parameter varying (LPV) control. Our present research focuses on the establishment of an LPV control. For this reason, one has to specify first the dynamic linear mathematical model of the plant to be controlled, which has been already concluded as reported in other articles. The actual phase of the investigation focuses on the identification. The authors carried out various measurements at various operating points from idle to takeoff thrust of a real micro turbojet engine of the 100N thrust class. These data can be used in the identification of the plant at different load conditions, to determine the system matrices as functions of TPR. The obtained information can be used to perform simulations to validate the model and will form the basis of an LPV control system. The present article describes the establishment of the measurements, the steps of the identification, details the progress of simulation software development. It also incorporates simulations that verify correct operation of the mathematical model.

Keywords: linear parameter varying control, identification, turbojet engine, fixed exhaust nozzle, turbofan power ratio, gas turbine simulation

1. INTRODUCTION

1.1 Micro turbojet engines
Several different types of gas turbines have been spread in aviation industry, ranging from the original turbojet engines through high bypass ratio turbofans and turboprops as well [1]. All of them build around a core engine comprised by compressor, combustion chamber and turbine, but the method how propulsive force is generated differs. In the present research the authors focus on micro turbojet configuration, although their propulsive efficiency is lower than the corresponding value of other types, and therefore they are not widely used in everyday air transportation [2]. However, they still have important role in secondary systems, like unmanned aerial vehicles propulsion or auxiliary power plants of sailplanes [3]. Due to their favorable simplicity they are used in hobby-built radio controlled model aircraft and can be utilized for research and education as well [4].

The particular type of micro turbojet engine on which the present research is carried out is PD-60R, which is shown in Fig. 1. This engine has originally been converted from an automotive turbocharger having 60mm compressor outlet diameter into turbojet engine. It received a custom developed combustion chamber featuring an evaporation fuel supply system rather than nozzles that would be difficult to manufacture in this size. The engine is equipped with a fixed exhaust nozzle that
significantly reduces the complexity of the system, the only parameter that influences the operational condition is fuel mass flow rate.

Fig. 1 Longitudinal section and aerodynamic stations of the PD-60R micro turbojet engine

The engine has a simple fuel supply system where the metering of the fuel flow is achieved through the control of rotating speed of the pump. The fuel pump is a gear-type, positive-displacement unit, designated at 12V DC supply, however, in the present application the demanded change of rotating speed is realized by pulse width modulation (PWM).

The engine has a very simple lubrication, which is of the lossy type, seldomly used in similar simple turbine engines. The fuel is a mixture of either diesel or jet fuel and turbine oil. The latter has a volume fraction of 3%. The outlet of the fuel pump is bifurcated; a small portion of the liquid is sent to the bearing chamber through an orifice which meters the amount of lubricant.

The operation of the evaporating combustion chamber is based on the heat released from burning. The fuel manifold is located at the rear of the combustion chamber and the supply tubes penetrate the chamber pointing forward. As liquid is travelling through these tubes, during normal operation the already high temperature is able to evaporate the fuel. During start, when the components are cold, preheating is required, it is solved by injecting butane gas and ignited by a glow plug. During preheat, the starter motor is commanded to maintain a minimum airflow through the unit. After the temperature in the combustion chamber has raised to a determined value, the liquid fuel supply can begin and the preheating cycle is stopped.

For initial cranking during start the engine is equipped with a three-phase BLDC electric motor, which can be controlled to various speeds according to the requirements.

1.2 Linear state-space model of micro turbojet engine

The state-space model of the turbojet engine has been developed earlier through the present research. This model is based on physical laws of conservation of energy and mass. In this simple structured turbine engine, there are three storage possibilities:

1. The rotor can store kinetic energy due to its motion. It can be expressed by the differential equation represented by (1), which expresses the rotor acceleration by the difference in turbine and compressor powers.
\[ \dot{n} = \frac{P_f \eta_m - P_c}{\Theta(\pi/30)} n \]  

(1)

2. The combustion chamber is able to store internal energy of the gas inside. This is indicated by (2) that already shows that the relationship expressed as the change of total temperature.

\[ T_3^* = \frac{1}{c_v m_E} \left[ (i_3^* m_2 + H a \eta_E m_{\text{flow}} - i_3^* m_3) - c_v T_3^* (m_2 + m_{\text{flow}} - m_3) \right] \]  

(2)

3. The combustion chamber is responsible for another storage, the mass of the gas can be temporarily stored in this cavity, if turbine inflow and compressor outflow rates do not match. This equation is converted to the change of the total pressure, according to the ideal gas law, as represented in (3)

\[ p_3^* = \frac{p_3^*}{T_3^*} T_3^* + \frac{R_E T_3^*}{V_e} (m_2 + m_{\text{flow}} - m_3) \]  

(3)

This highly nonlinear equation system is the basis of the state space representation, where the system states are those three parameters, whose time derivatives have been introduced in (1)-(3).

The linearization of the system is provided by a perturbation model around a specified nominal operating point. Here, the changes in any variable can be expressed by the partial derivatives. So the model structure is as can be seen in (4):

\[
\begin{align*}
\dot{x}(t) &= A \hat{x}(t) + B \hat{u}(t) \\
\hat{y}(t) &= C \hat{x}(t) + D \hat{u}(t)
\end{align*}
\]  

(4)

The matrices of the system are composed of various partial derivatives, as represented by (5).

\[
A = \begin{bmatrix}
\frac{\partial \hat{n}}{\partial \hat{n}} & \frac{\partial \hat{n}}{\partial \hat{p}_3} & \frac{\partial \hat{n}}{\partial \hat{T}_3^*} \\
\frac{\partial \hat{n}}{\partial \hat{p}_3} & \frac{\partial \hat{p}_3}{\partial \hat{p}_3} & \frac{\partial \hat{p}_3}{\partial \hat{T}_3^*} \\
\frac{\partial \hat{n}}{\partial \hat{T}_3^*} & \frac{\partial \hat{T}_3^*}{\partial \hat{p}_3} & \frac{\partial \hat{T}_3^*}{\partial \hat{T}_3^*}
\end{bmatrix}, \\
B = \begin{bmatrix}
\frac{\partial \hat{n}}{\partial m_{\text{flow}}} \\
\frac{\partial \hat{n}}{\partial m_{\text{flow}}} \\
\frac{\partial \hat{n}}{\partial m_{\text{flow}}}
\end{bmatrix}, \\
C^T = \begin{bmatrix}
\frac{\partial \text{TPR}}{\partial \hat{n}} \\
\frac{\partial \text{TPR}}{\partial \hat{p}_3} \\
\frac{\partial \text{TPR}}{\partial \hat{T}_3^*}
\end{bmatrix}
\]  

(5)

It must be noted, that the present research uses a novel output for controlling the engine, in contrast to conventional rotating speed or engine pressure ratio (EPR) here the Turbopfan Power Ratio (TPR) can be seen, which is defined by the expression in (6):

\[ TPR = \frac{p_2^*}{p_1} \sqrt{\frac{T_3^*}{T_1^*}} \]  

(6)

1.3 Basics of linear parameter-varying control
As gas turbine engines exhibit strong nonlinear behavior throughout their operating envelope, their modeling cannot be completely ensured by linear models obtained at a single operating point. To overcome this, there are multiple solutions.

First of all, if the complete model and control structure should remain unchanged, a robust control can ensure prescribed behavior even if the plant deviates from its original state. In this situation, the fixed compensators designed through $H_2$ or $H_\infty$ methods can easily offer stability for the plant in the entire range of operation, but significant tracking errors or transient performance loss can occur by using a single controller for all circumstances [5].

On the other hand, either the model or the control structure can be varied according to the changing conditions. If the structure of the compensator remains unchanged (like PID), but control gain is scheduled it results in an off-line alteration that tries to follow the changes occurring in the plant itself as it is forced to operate under different circumstances. This results in a simple, widely-used scheme of gain scheduling [6]. These variables, which are used as a basis for scheduling, are mostly ambient conditions, like altitude, Mach number [7]. This solution has become a standard approach for turbofans [8], turboprops [9] as well as power gas turbines [10,11] in the past two decades.

Despite of the flexibility of gain scheduling, it cannot entirely guarantee stability [12]. Therefore, in the present research the third possible way handling this problem is used. In this approach the plant parameter variability has a structured description rather than an ad-hoc scheduling [5]. The linear parameter-varying (LPV) state-space description, which adds the possibility of $H_\infty$ optimization and subsequent robustness, of an uncertain plant can be written as stated in (7) and (8).

$$\dot{x} = A(p)x + B(p)u$$  \hspace{1cm} (7)

$$y = C(p)x + D(p)u$$  \hspace{1cm} (8)

Here the system matrices are given by set of coefficient matrices as described by (9), (10) and (11). Matrix $D$ is omitted as the present model does not incorporate feedforward behavior.

$$A(p) = A_0 + p_1A_1 + p_2A_2 + \ldots + p_sA_s$$  \hspace{1cm} (9)

$$B(p) = B_0 + p_1B_1 + p_2B_2 + \ldots + p_sB_s$$  \hspace{1cm} (10)

$$C(p) = C_0 + p_1C_1 + p_2C_2 + \ldots + p_sC_s$$  \hspace{1cm} (11)

The goal of this paper is to establish the coefficient matrices for the PD-60R engine.

2. DETERMINING COEFFICIENT MATRICES FOR THE TURBOJET ENGINE

2.1 Measurement of the gas turbine engine

First of all, the necessary measurement data had to be acquired in order to allow identification. The engine has been run from idle (nearly 60,000rpm) to the maximum safe operating point of approximately 115,000rpm. During the measurement, an initial PID control based on TPR was active, which has been designed for the maximum operating condition. This was a single-gain structure, and the disadvantage is evident:
one can see the oscillations (unstable condition) at idle. This should be eliminated by the LPV system later. The major parameters during the measurement are indicated in Fig. 2.

![Fig. 2 Measured parameters during the identification run](image)

According to Fig. 2, the operating mode was repeatedly changed (increased) in the form of step inputs. After each transient has been over, the steady state conditions allowed the identification of individual system matrices at the respective points. Consequently, the authors obtained ten sets of matrices, each with a more or less different members. Due to space considerations, these individual matrices are not listed here. With this data already available, the next step of matrix decomposition could take place.

### 2.2 Identification of coefficient matrices

For the initial step of the identification, one must determine which parameters should be included in the decomposition. As the measurements have been performed at ground (nearly sea level) static conditions, at this level of the research the authors do not consider the effect of ambient parameters.

According to the preliminary evaluation, which included only some of the higher operating modes in the range of TPR = 3...3.6, it was evident that the parameter for varying the system matrices should be the system output, TPR itself. Furthermore, it was also seen, that the matrix members do not linearly vary as a function of TPR. The decision was to search for the parameter matrices in the form of a second order polynomial, where \( p_1 \) equals to TPR and \( p_2 \) parameter is TPR\(^2\), so the computation of e.g. system matrix \( A \) can be performed using the correlation indicated in (12).

\[
A(TPR) = A_0 + TPR \cdot A_1 + TPR^2 \cdot A_2
\]  

If the data is ready and the parameters are selected, the decomposition can be obtained using the next formula, presented for matrix \( A \) in (13). The known matrices are the multipliers on the left side, these can be obtained from the selected parameters; and the measurement offers data for the right side of the equation. The unknown, to which the equation must be solved, is the vector of parameter matrices from \( A_0 \) through \( A_s \).
The authors have written a MATLAB® script that can quickly compose the matrices of (13), and can perform the determination of results using a Moore-Penrose pseudo-inverse, given a non-quadratic decomposition matrix. The resulting coefficient matrices for system matrix \( A \) can be evaluated in Table I.

Table I. Coefficient matrices of system matrix \( A \)

<table>
<thead>
<tr>
<th></th>
<th>( A_0 )</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>77,64 -154,63</td>
<td>-94,18</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11380 27992 863992</td>
<td>-4436,5 -19862 -527258</td>
<td>865,78 3126,7 83788</td>
</tr>
<tr>
<td></td>
<td>-51,44 -73,79 -4295,6</td>
<td>24,73 52,37 2584,3</td>
<td>-4,42 -8,22 -419,1</td>
</tr>
</tbody>
</table>

The next step is the evaluation of accuracy: how good fit can be obtained by the present decomposition. For system matrix \( A \), different behavior of members has been identified. All the nine members cannot be shown, so only two examples are taken: \( A_{13} \) that exhibits an almost perfect fit throughout the complete range, and \( A_{31} \), which offers good fit in the selected higher operating mode, but not for the entire range. The two examples can be evaluated in Fig. 3.

Fig. 3 Identified matrix members and regression curves of selected system matrix members

It is necessary to mention, that the members of input and output matrices, \( B \) and \( C \), respectively, are not prone to the same behavior like \( A_{31} \) in Fig. 3. These members follow an almost perfect monotonous curve, as it is indicated in Fig. 4. The members \( B_1 \) and \( C_1 \) are not shown as neither input nor output matrix has a dependency on rotating speed, the corresponding partial derivatives are both zeroes. It can be concluded, that the second order approximation results in a good fit in case of these two matrices.
3. SIMULATION OF THE TURBOJET ENGINE

3.1 Description of Simulink® software
The dynamic simulation of the micro turbojet engine has been created in MATLAB® Simulink®, the related block diagram is shown in Fig. 5.

In Fig. 5, the system itself is represented by the three matrix multiplication blocks labelled as “A x”, “B u” and “C x”, respectively. According to the first correlation of (4) that describes the dynamics of the system, one has to carry out an integration in order to obtain the states themselves, this is indicated by the block labeled “1/s” in the center of the diagram. The left bottom block is the fuel input, which has been organized to simulate the values of the real measurement, it sends the required changes to the fuel flow at the appropriate time during the simulation as it happened through
the real engine run. Its values are normalized to the initial fuel supply and the rest of the values are deviations in contrast to this reference. The main difference in contrast to a single operating point model is the MATLAB® function block with the label “fcn” near to the left top corner of the block diagram. This unit calculates the actual values of the matrices using $\mathbf{VA}$, $\mathbf{VB}$ and $\mathbf{VC}$ as inputs. These are the concatenated matrices from the left side of (13), which were the unknowns and consequently the solutions of (13). The function block splits the concatenation and provides three independent parameter matrices for the LPV decomposition at the actual TPR, which is another input to this block. The outputs are then transferred to the model which uses them for the given iteration only, the computation will take place again immediately when the TPR of the actual step is obtained.

Fig. 5 also contains input constants, as the model in (4) is defined as deviation from a reference, which initialize the states ($x_0$) and output ($y_0$), respectively. As the absolute value of TPR is used actively in the computation of parameter matrices, it cannot be implemented as deviation, the real initial value must be passed to this block. The last blocks in Fig. 5 are sinks that acquire the data and provide some kind of indication. There is a scope which allows real-time monitoring of the simulation, while “simout” block saves the time series of the parameters into a workspace variable, which can be exported into e.g. Excel for comparison with the original measurement data.

Although they are not visible in Fig. 5, the configuration parameters of the simulation are also essential. As the measurement took approximately four and half minutes, the simulation stop time is set to 270 seconds. The solver is variable-step with automatic selection, which was $\text{ode45}$ (Dormand-Prince) through the entire simulation. The relative tolerance has been reduced to $10^{-5}$ as numeric discrepancies have been experienced during the initial attempts. All other settings have remained automatic.

### 3.2 Comparison of simulation and measurement

After the simulation has concluded, the generated data have been moved to Excel for comparison. Due to the very detailed time steps (approx. $10^{-5}$ seconds) a reduction of the data with interpolation has been utilized.

The comparison of the measured and simulated time series can be evaluated in Fig. 6. In contrast to the model, where the turbine inlet total temperature $T_3^*$ was used as a state of the plant, the measurement allowed the acquisition of $T_4^*$ at the turbine exhaust, hence the model values were also converted to this parameter in order to allow the comparison. For rotating speed and $p_3^*$, the normalized simulation values were not biased by the initial values of the respective parameters. This was chosen intentionally by the authors, as the major part of these time series showed good agreement with the measurement, but were not accurate in the low-speed range.

It is evident that TPR and $p_3^*$ show almost perfect fit, there are major discrepancies in the series of rotating speed and turbine exhaust gas temperature $T_4^*$.

According to Fig. 6, the model calculated rotating speed does not match the measurement in the low-speed range and near to maximum power output of the engine. This means the change of this parameter is under-estimated by the model in case of low engine power.
The exhaust gas temperature shows deviation in the same zone but for a more significant range. It is interesting, that the simulated variable first significantly overshoots the measured data, finally it returns and makes a perfect fit for the rest of the engine run. This means, that the model over-estimates the change of gas temperature in the TPR range of approx. 2.4 to 3, meanwhile in TPR range 3 to 3.2 there is a deficiency in contrast to reality which allows the previously overshooting value to return to the measured ones.

4. CONCLUDING REMARKS

The work presented in this paper has established a linear model of micro turbojet engines with parameter-varying structure in order to handle inherent nonlinearities of the plant. The authors have carried out measurements to identify values for coefficient matrices of the system. The parameter selected to govern the variation of matrices were Turbofan Power Ratio, the output of the plant, which is proportional to the thrust, and $TPR^2$. The coefficient matrices showed a good agreement with the original matrix members in the high engine power range, but a poor fit near to idle. However, the results have been accepted and a simulation was developed in MATLAB® Simulink®. The simulations showed a good correlation between measured and simulated data for almost the entire operating range of the engine, showing that the varying parameter model is able to simulate the nonlinear behavior of the engine, so this can be evaluated as a success.

As it was showed by the simulations the established model gives appropriate answer to input signals in the majority of the operating range of the engine, but still there are zones in which some of the simulated variables deviate from measured ones. Therefore, an improved model should be developed, which is based on higher order polynomial estimation of TPR to follow the changes through the entire operating range. This improvement could be elaborated together with an enhancement of the model to include changes due to different flight modes, i.e. a full flight envelope model could be obtained.
Furthermore, the measurement system for identification should be developed and a more comprehensive data acquisition for refined identification should be carried out.
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ABSTRACT

Unlike seagoing merchant ships, the inland vessels operate in a wide range of propulsion power, while sailing on rivers longitudinally. Therefore, utilization of main engines are mostly partial. Because the engines run under the nominal power, both the brake specific fuel consumption (BSFC) and the total consumption can be higher than in nominal power operation, and an increase in the emissions can be expected also. The not-conventional ship propulsion systems (e.g. diesel-electric, hybrid, etc.) are getting cheaper hence they raise the possibility of economic feasibility. Selecting a ship propulsion system is a multi-criteria decision making process, which have to be supported from engineering side with operational analysis of different propulsion systems. The starting point of this analysis must be the expected or validated data based operational profile of the vessel. This article introduces the meaning of operational profile and how it can be described. The authors present an example about propulsion power utilization measurement of an inland public transport vessel. Based on the measured data the paper shows how the operational profile is defined. The article introduces the possible criteria of a multi-criteria decision making process for an optimal propulsion system design. The possible non-conventional ship propulsion systems are also introduced, and the interpretation of these for the example inland public transport vessel is presented as conclusion.

Keywords: inland waterway vessel, public transport vessel, propulsion system, operational profile

1. INTRODUCTION

A typical maritime cargo vessel operates constantly. This means that the propulsion engine (main engine) operates during almost the entire lifetime close to the nominal continuous rating, with good power utilization and efficiency. In contrast, the operation of inland vessels for public passenger transport is uneven, since the flow conditions, the speed changes, and the frequent manoeuvres. The main engine(s) operate over a wide range of partial power over their lifetime, and rated power is rarely utilized. Most of the operating time, the engine runs at partial load, which means higher specific fuel consumption and specific emissions. The problem can also be observed in road, railway and air transport. While in aircrafts the fluctuating power utilization problem is trying to be handled by optimization of engines (eg.: [1]), in the road and rail vehicles it is trying to be handled by the development of hybrid propulsion systems (eg.: [2]).

In maritime or inland waterway vessels there are several propulsion system type, but to choose the optimal system design, the power demand distribution (or density) on a specific operation period have to be known. The time-proportional density histogram of a vessel’s power consumption for an average operating cycle or period of time is called operational profile.

2. OPERATIONAL PROFILE OF SHIPS

The ship's operational profile is used to describe and present the ship's operation in energy terms, depicting the relationship between the total energy or power demand for
the various operating conditions and the operating time associated with the operating condition. Total power demand is the power requirement of the main engine (ie. engine of the propulsion) and the auxiliary engines (all other engines serving the operation of the ship). The operational profile can be used to determine the extent to which the rated power of the engine is utilized throughout the operating life. If the operational profile is uneven, the engine is likely to be subject to partial load, which may be detrimental to both specific fuel consumption and emissions. In such cases it is worth considering and examining the applicability and economic efficiency of other propulsion or energy systems.

There are two ways of displaying an operational profile for operational planning. One is when the relative operating time of the various typical operating states is plotted on a pie chart. It does not directly see the performance, but clearly assigns power ranges to the operating states.

**Fig. 1** Operational profile of a supply vessel  Source: [3]

Another way of depicting the operational profile is to display in a bar chart, side by side the power levels for each operating state and the operating time ratio.

**Fig. 2** Operational profile of an anchor handling vessel  Source: [3]

However, for power calculations, it is better to use a power (density) histogram representation of power levels as a function of power density and distribution. In this case, the measured or calculated power-time data pairs are divided into different power ranges and the operating time ratios (expressed as a percentage) for each band can be plotted.
It should be noted that in many cases the operational profile shows only the propulsion power. The auxiliary power is excluded or depicted separately.

The histogram representation of power utilization already indicates that the operating profile actually represents a stochastic process, and the time ratio of power utilization is influenced by many factors (probability variables). These can be grouped as follows:

- **Environmental factors**: In a given operating condition (e.g., cruise speed), the operating environment can have a major influence on energy demand.
  - wind, wind direction
  - waves
  - flows, velocity of the river
  - water depth (shallow water effect)
  - fairway width (confined water effect)
  - traffic (how much other ships need to deviate from the optimal route)

- **Operating factors**:
  - upstream
  - downstream
  - density of manoeuvres

- **Ship loading factors**:
  - amount of cargo and supplies
  - power consumption of auxiliary consumers (all consumers go at the same time)

- **Driving factors**:
  - charge adjustment (throttle control)
  - adherence to scheduled times for passenger ships

### 3. DESCRIBING THE OPERATIONAL PROFILE

#### 3.1 Possible methods

The operational profile of a ship can be determined even by calculation or measurement. In case of a new design vessel, the measurement-based operational profile is not possible, since the ship is not available. It should be described by calculation, which is based on the transport task given as design boundary parameter. The transport route plan must be defined from which the planned journey time and speed-time function can be derived for a transport cycle. The required power of the ship can be calculated for each speed and loading condition (occur in the transport cycle) based on the ship...
resistance calculations or model test results. The operational profile can be established by applying the calculated power consumption to the planned speed-time function.

For existing vessels, who are already in service, the calculation of operational profile follows the same methodology, except that the calculation is based not on the planned speed-time function but on the ship’s log (route and speed data).

In case of an existing vessel a more accurate operational profile can be established by measurement. The power consumption data of operational profile can then be calculated from the shaft torque and RPM of the engines involved in power generation. For accurate assessment the route and speed of the ship should be precisely recorded during measurement. In the case of changing flow conditions (e.g. river navigation) the velocity relative to Earth and the still water velocity data are useful, but in most cases it is not possible to measure them accurately. The auxiliary power consumption can be measured by electric power consumption. Nevertheless the importance of auxiliary power consumption is not too significant in a cargo ship’s operational profile, so a less accurate measurement does not cause serious error in the operational profile. Therefore in most cases the auxiliary power is reckoned with the ship’s energy balance calculation. In this way the cost of measuring equipment can be significantly reduced.

3.2 Example: Determining the operational profile by measurement on an inland public transport vessel

The Department of Aeronautics, Naval Architecture and Railway Vehicles of the Budapest University of Technology and Economics carried out an experimental measurement of propulsion power on a passenger ship type BKV100, who serves in the public transport of Budapest. Based on the measured data the operational profile was determined for the environmental conditions (water level, wind, temperature, etc.) at the time of measurement.
3.2.1 Main properties of the tested vessel

The investigated BKV100 type vessel is a single screw passenger vessel. The main dimensions of the vessel:

- Length over all (L_{OA}) 24.4 m
- Length between pps (L_{PP}) 23.25 m
- Breadth over all (B_{OA}) 6.42 m
- Draft by full load (T_{max}) 1.1 m
- Displacement in full load condition 64.5 tons
- Main engine Doosan L126 TIM
- Main engine power (P) 294kW@2100 RPM
- Design still water speed 18 km/h
- PAX: 100

Her propulsion system is a single propeller system, with a diesel engine. The four wing propeller has fixed pitch and is mounted on the propeller shaft, which enters the hull through a shaft tube. The propeller shaft is connected to the thrust bearing by a rigid clutch. The thrust bearing transmit the axial force of propeller shaft (thrust) to the hull. The propulsion power is given by a diesel engine, which connects to a reduction gearbox. The propeller shaft and gearbox output shaft are parallel but not collinear. To solve this, a cardan shaft has been mounted between the gearbox shaft and thrust bearing.
3.2.2 The measuring system
To determine the operational profile on an experimental basis, the ship speed and propulsion power shall be measured during a typical operating cycle. The test vessel was equipped with a GPS receiver to record position and velocity. The power output of the main engine has been measured with a customized device. Due to the design of the propulsion system, there is no thrust on the cardan shaft connecting the gear unit to the thrust bearing, so the mechanical power transmitted to the propeller shaft can be calculated from the torque and the shaft speed. The torque has been measured by a strain gauge glued on the cardan shaft, and the RPM of propeller shaft have been sensed by a hall sensor. Both signal have been recorded on a digital measurement unit, which rotated with the cardan shaft.

![Propeller shaft torque and RPM measuring system](image)

3.2.3 Measured data and the operational profile
During the operational profile measurement test, the vessel ran a course that would have run in public traffic according to the schedule.
The ship has been stopped at every mooring point, but the passenger transfer time was not included into the measurement.

From the measured torque and RPM the propulsion power was easy to calculate. The speed (measured by a GPS receiver) and the propulsion power was represented in function of time (operating time record).
The operating profile was determined in 15kW power bands, which summarize part-time ratios over the operating cycle.

Fig. 9 Operating time record during downstream sailing

Fig. 10 Operational profile during downstream sailing
4. OPTIMIZATION CONSIDERATIONS FOR PROPULSION SYSTEM

Optimizing a propulsion system of an inland vessel is a very complex task. [4] There are many aspects to consider with different weights, which are sometimes contradictory. But we can use the operational profile to limit the power requirement of the propulsion system, and to support the decision making in determining the capabilities and weaknesses of each propulsion system version for a particular ship.

4.1 The optimization considerations

The optimization considerations can be many, especially for a special vessel like an inland public transport vessel. The aspects can be divided into two main groups:

- quantifiable
- non-quantifiable or difficult to quantify

4.1.1 Quantifiable considerations

Quantifiable aspects are those optimization aspects that can be predicted, calculated, or given with sufficient accuracy. They give numerically easy comparisons:

- Investment cost: The total cost of the propulsion system components and the installation or retrofitting costs can be well calculated.
- Operating costs: This includes maintenance and personnel costs. Maintenance is highly dependent on the machine, the plant, the operating staff, and the salary of the staff is not constant, but it is well-calculated data.
- Fuel costs: This item is usually classified as operating costs, but since it is a fairly large part, it is worth looking at separately as it is often the customer's primary concern to minimize fuel consumption. In terms of operating profile, it is well comparable to other systems.
- Low emission: Ratios are also expected where differences may occur due to the type of fuel used and any filters used.
- Energy use: A criterion may be the minimization of this value, which depends on the machinery, the ship's operation and the auxiliary plant.
- Redundancy: An important consideration, as in the event of a breakdown, the ship is at a great loss. The reliability of the machines can be well predicted.
- High power vs. weight and power vs. space requirements: Increasing these ratios can reduce the size of the engine compartment and reduce the size of the engine compartment. self-weight, which can mean extra payload. Its value can be calculated well due to the given machine dimensions.
- Payback time: A metric that depends on many components and can be estimated with economic accuracy.

4.1.2 Non-quantifiable or difficult to quantify considerations

Considerations that are either difficult to calculate or may change significantly with time are in this category.

- Availability: An important factor in the event of an unexpected failure. Time to purchase a new machine or part.
- Infrastructure: There may be bottlenecks, especially in alternative systems. Eg: a Dual Fuel motor based propulsion system requires LNG infrastructure, or a pure electric propulsion requires proper battery charging options.
4.2 Opportunities for selecting the optimum drive system

After defining optimization considerations of decision making process, a decision aid operation must be performed to limit the number of propulsion system variations.

The simplest method is to create a comparative table. Within the constraints and information, several possible drive system configurations must be created, all of which meet the drive system requirements. Then a table can be created to score and evaluate each configuration with respect to optimization considerations and their weight ratios. When weighing, the requirements of the customer, as well as the specifications of the ship and its propulsion system are of paramount importance. Of course, these aspects can be prioritized differently for each ship type, or the list can be expanded. Adding the weighted values in the table gives the optimum drive system with the highest or lowest rating.

Another method is to use the information technology and computers. This means that by feeding in the limitations and information available to us and choosing the necessary algorithms, we can build a model and develop a program to determine which propulsion system variation would be optimal for that particular ship.

Input data varies by ship type, but the ship’s overall size, operational profile, optimization criteria and their weight, and other constraints are essential. The optimization aspects and the number of variations are large. Because we do not just want to apply our optimization model to a particular ship, we need an extremely large database. It is important that the model should be expandable so that new developments can be considered later. The model must be verified first. Successful verification can save a great deal of time and energy in selecting the optimal propulsion system for a ship.

5. CONCLUSIONS: ALTERNATIVE PROPULSION SYSTEM OPTIONS FOR THE TESTED BKV100 TYPE INLAND PUBLIC TRANSPORT VESSEL

5.1 Dual fuel or gas engines

LNG as a inland vessel fuel is gaining in importance year by year and infrastructure for inland navigation has begun. The foundation stone of the first LNG terminal was recently laid in Budapest. Dual fuel and gas engine emissions are a less than conventional diesel engines. The price of liquid natural gas is still much lower than diesel fuel. Large marine engine manufacturers (Wartsila, MAN) have already succeeded in building medium power dual-fuel engines for inland navigation. However, the maximum power requirement of the model vessel is far below these engines. The location of the fuel tank may require major structural changes and fuel filling will remain an issue for years to come. Thus, for the time being, it is not worthwhile to use a dual-fuel or gas engine powered propulsion system on the investigated BKV100 type ship.

5.2 Pure electric propulsion

Due to the rapid development of the batteries, there are several options for propelling the BKV100 type vessel with an electric propulsion system. This reduces operating costs, noise levels and emissions. Lowering noise levels will make travel more comfortable for passengers, and zero emissions can make more people choose this form of public transport. There are many ways to change the capacity and recharging capacity
of battery packs, as the sample ship does the same trips on a daily basis and in about the same amount of time.

Option No. 1. would be to select the capacity of battery to cover the energy requirements of a full operating cycle (upstream and downstream). In this case, only the port of departure should be equipped with a battery charger (or battery exchange point). The disadvantage of this solution may be the large mass of batteries, as this would require a significantly oversized battery pack to accommodate the additional power requirements due to fluctuations in the river water level and special cases (wind, storm, etc.).

Option No.2. would be to recharge the batteries in specific mooring points (intermediate ports during operating cycle), meaning that the batteries would be discharged and recharged more than once in a given operating cycle. In this case, a much smaller energy storage may be sufficient and the batteries can be recharged during the time of passengers getting in and out. However, this would reduce the life of the batteries and require a powerful battery charger for each mooring point.

Other options are also possible, as an intermediate state of the previous two options. This could be the case, for example, when installing an energy storage system designed for an average operating cycle and, it would be possible to charge the batteries not only at the port of departure but other mooring points, in the event of additional power requirements.

Of course, not be forgotten either case, the auxiliary power, which is not included in the operating profile, but this energy need must also be met by batteries. The average demand of auxiliary power can be considered constant during each operating cycle, so it is easy to determine. Above average demand is due to heating in winter and air conditioning in summer.

5.3 Diesel-electric propulsion

Due to the wide range of power requirements and the relatively high auxiliary power requirements in winter and summer, the diesel-electric drive system may be a good solution. By using several smaller generator units, you can ensure that your machines will always be able to operate around their best operating point, tailored to the current power requirements. It is easy to imagine running one engine in downstream, and two or more units running in upstream sailing. The system can meet the auxiliary power requirement and redundancy is also provided. Further benefits include quieter operation and reduced fuel consumption. On the other hand, it has higher operating costs and lower emission values than pure electric and hybrid drives.

5.4 Hybrid propulsion

Based on the operational profile established from the experimental results, the power demand of the BKV100 ship is not only wide-ranging, but there are some long term power-demand states that are very different from each other. Based on this, a hybrid propulsion system may be a viable alternative to a conventional propulsion system. An electric motor drive can be expedient to meet the power requirement of an electric motor with a battery pack and/or a generator set, while not neglecting the auxiliary power. As with a purely electrical system, there are many options that can lead to a good solution.
One solution could be to build the ship's propulsion system so that, in the more power-demanding upstream sailing, only the generator unit operates while supplying auxiliary power and charging the battery. And during downstream sailing, a charged battery pack would satisfy the ship's total power requirement. The great advantage is that it is not necessary to have a charging station in the ports to charge the batteries. But this solution has the disadvantage of emissions and fuel consumption during upstream sailing.

Other solution is that the manoeuvre and travel operation modes are separated. In this case, the generator unit will provide power to the ship in travel operation mode, while the battery packs would provide the required power in the manoeuvre operation mode. This would result lower fuel consumption compared to the previous solution, but a reduced battery life is also expected.
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ABSTRACT

Nowadays, the development of the autonomous vehicles is one of the most important challenges for the automotive industry. In general, these vehicles are equipped with numerous sensors, such as onboard-camera, lidar, radar, ultrasonic sensor, accelerometer and gyroscope. These sensors provide information about the environment and other vehicles. This information is not only processed and used directly on the car but also can be stored on internal or cloud-based memory. This collected data might contain hidden information about the motion and the dynamical behaviour of the car. This hidden information can be brought out of the datasets by using big data-based data mining approaches. The aim of the paper is to create a vehicle state estimation model based on the collected sensor data and using data mining tools. In the paper, the sensor data is collected from a high-fidelity simulation software, CarSim. The estimation model is created by the machine-learning software Weka. Finally, the created model is validated through several CarSim simulations.

Keywords: variable-geometry suspension, independent steering, control-oriented modeling

1. INTRODUCTION AND MOTIVATION

The research in the field of autonomous vehicles and intelligent transportation systems has had a fast-growing tendency in the last years. Several research institutes have focused on the new challenges posed by autonomous vehicles, while in some cases the conventional vehicle dynamical problems are extended with new perspectives. For side-slip angle estimation several methods have been developed. The conventional instruments of vehicle dynamics to measure the side-slip angle are optical sensors. Although they provide high accuracy, these sensors have relatively high costs [1]. Therefore, in several research projects filtering methods and observers are designed to estimate the side-slip angle, such as the Kalman filter, the Luenberger method and sliding mode observers, see [2], [3]. On-board sensors provide the opportunity to measure and store a lot of data regarding the vehicle states. This data may contain hidden information that can be revealed using data mining techniques. Big data was used in the prediction of vehicle slip through the combination of individual measurements of the vehicle and database information [4]. In [5] a layered neural network was developed to compute the side-slip angle. In this paper a novel application of the linear regression method on the side-slip angle estimation problem is proposed. The approach is based on big data analysis, which requires numerous signals from the automated vehicles. As a first step, the applied estimation algorithm, i.e., the
ordinary linear regression method with OLS (Ordinary Least Square) subset selection, creates several different linear models using various sets of sensor signals. In the second step this algorithm compares the created models to the true model and selects the best one by determining their predictive accuracy. The advantage of the method is that it requires little on-line computation, while the complex operations are solved offline. Moreover, in the estimation method only the onboard signals of the vehicle are used, which are available without a loss in communication. The presented method is analyzed through several simulations. The structure of the paper is the following. Section II proposes the method of data collection and the mining of the linear regression information. The results are demonstrated in Section III through the variation of different parameters, such as velocity, mass and sensor noises. Finally, the contributions of the paper and the further challenges are summarized in Section IV.

2. BIG DATA-BASED ESTIMATION METHOD

In this paper the ordinary linear regression method with OLS subset selection is used to produce prediction models. The bases of both methods are briefly described in this section. [6]

2.1 Linear regression

Let’s consider a dataset with $n$ independent instances, $k$ input variables and an output variable. The instances are written in the form of an $n \times k$ design matrix $X$. Furthermore, $\zeta^*$ denotes the parameter vector of the true model, and then the output vector $y$ can be determined as

$$y = \zeta^* X + \varepsilon,$$  \hspace{1cm} (1)

where $\varepsilon$ denotes the noise.

Let $M(\zeta)$ denote a fitted linear model, whose unique parameter vector is $\zeta$, while $M(\zeta^*)$ is the true model. The ultimate goal is to find a model $M(\zeta)$, which provides the best approximation of $M(\zeta^*)$. The created models are evaluated by the distances between the approximated and the true models. This distance can be calculated as

$$D(M(\zeta^*), M(\zeta)) = \frac{||y_{M(\zeta^*)} - y_{M(\zeta)}||^2}{\sigma^2},$$ \hspace{1cm} (2)

where $|| \cdot ||$ denotes the $L_2$ norm and $\sigma^2$ is the estimated variance of the sensor noise.

Finally, the main task is to find the model $M(\zeta)$, which minimizes the distance.

$$D(M(\zeta^*), M(\zeta)) = \min!.$$ \hspace{1cm} (3)

2.2 OLS subset selection

The basic concept of the OLS subset selection method is to create subset models using various sets of variables. If a dataset has $k$ variables, $k + 1$ nested models ($M_j$) can be created, where $j = 0$ is the null model with zero variables and $j = k$ is the full model using all of the variables. In this case, an estimate of the parameter vector of $M_j$
can be determined as
\[
\hat{\hat{\theta}}_{M_j} = (X'_{M_j}X_{M_j})^{-1}X'_{M_j}y, \quad (4)
\]
where \(X_{M_j}\) is the \(n \times j\) design matrix and let \(P_{M_j} = X_{M_j}(X'_{M_j}X_{M_j})^{-1}X'_{M_j}\) be an orthogonal projection matrix from the original space \((k)\) onto the reduced space \((j)\). Then, \(\hat{y}_{M_j} = P_{M_j}y\) is the estimate of \(y^*_{M_j} = P_{M_j}y^*\). Since this method creates only \(k + 1\) subset models (instead of \(2^k\), which is computationally unfeasible at increased \(k\)), the predefined order of the variables is a crucial point of this method. There are a set of ranking algorithms, which help determine the best predefined order of the variables, see [7], [8].

3. DEMONSTRATION OF THE ESTIMATION METHODS

The first step of building an estimation model is the acquisition of the appropriate training data. In this paper, the training data are collected from simulations using the high-fidelity simulation software CarSim. In the simulations, a D-class sedan passenger car has been used, whose sprung mass was 1320kg. The car has been driven along the Michigan Waterford Hill course several times at various longitudinal velocities. The measured attributes are summarized in the table below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal acceleration</td>
<td>(a_x)</td>
</tr>
<tr>
<td>Lateral acceleration</td>
<td>(a_y)</td>
</tr>
<tr>
<td>Yaw-rate</td>
<td>(\psi)</td>
</tr>
<tr>
<td>Angular speed of wheels</td>
<td>(W_{i,j}(i \in {\text{front, rear}}, j \in {\text{left, right}}))</td>
</tr>
<tr>
<td>Steering angle of front wheels</td>
<td>(\delta_i(i \in {\text{front, rear}}))</td>
</tr>
<tr>
<td>Angle of steering wheel</td>
<td>(\delta_s)</td>
</tr>
<tr>
<td>Side-slip angle</td>
<td>(\beta)</td>
</tr>
</tbody>
</table>

Table 1  Measured attributes of the vehicle

The sample time has been 0.01s and in this way, more than 2 million instances have been collected. Using various sets of the variables from the collected training data, 5 different estimation models have been built, as listed in Table 1. The performances of the models are evaluated by the k-fold cross-validation technique (see [9]), whose results can also be seen in Table 2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(a_x, a_y, \psi)</td>
<td>0.9013</td>
</tr>
<tr>
<td>2</td>
<td>(a_x, a_y, \psi, \delta_s)</td>
<td>0.9534</td>
</tr>
<tr>
<td>3</td>
<td>(a_x, a_y, \psi, \delta_s, W_{f,i}, W_{f,r})</td>
<td>0.9796</td>
</tr>
<tr>
<td>4</td>
<td>(a_x, a_y, \psi, \delta_s, W_{f,i}, W_{f,r}, W_{r,i}, W_{r,r})</td>
<td>0.9911</td>
</tr>
<tr>
<td>5</td>
<td>(a_x, a_y, \psi, \delta_i, \delta_r, W_{r,i}, W_{r,r}, W_{r,i}, W_{r,r})</td>
<td>0.9911</td>
</tr>
</tbody>
</table>

Table 2  Properties of the created models
Table 2 shows that the last two models have the best predictive accuracy. Not surprisingly, these models have exactly the same accuracy, since the two steering angles ($\delta_i, \delta_r$) and the angle of the steering wheel ($\delta_s$) are closely related to each other. Figure 1 illustrates a test scenario in which the car is driven along the test track at various velocities. Moreover, all of the models are used to predict the side-slip angle, see Figure 1.

It is shown that all models predict the side-slip angle accurately. Apart from a short section (65 - 70s), the best prediction is given by the last two models (Model 4 and Model 5), therefore the simpler one of these models is used in the rest of the paper. In the following, the accuracy and the capability of the selected predictive model is examined in different situations.

### 3.1 Increased noise

In the first situation the impact of the increasing noise on the predictive accuracy is examined. In practice, the inertial sensors and the gyroscope are significantly affected by sensor noises, while the angular velocity of the wheels and the angle of the steering wheel can be relatively well measured. The first two sensors are disturbed by white noises, whose parameters are summarized in Table 3.

<table>
<thead>
<tr>
<th>Sensor &amp; noise parameters</th>
<th>Initial values</th>
<th>Modified values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inertial sensor:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- bias</td>
<td>$0.15 \frac{m}{s^2}$</td>
<td>$0.3 \frac{m}{s^2}$</td>
</tr>
<tr>
<td>- variance</td>
<td>$0.1^2$</td>
<td>$0.2^2$</td>
</tr>
<tr>
<td>Gyroscope:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- bias</td>
<td>$0.01 \frac{rad}{s}$</td>
<td>$0.02 \frac{rad}{s}$</td>
</tr>
<tr>
<td>- variance</td>
<td>$0.01^2$</td>
<td>$0.02^2$</td>
</tr>
</tbody>
</table>

Table 3 Parameters of the sensors

Fig. 3 shows the result of the simulation. It can be seen that the variation of the noise has only a slight effect on the prediction. The estimated model predicts the side-slip
angle accurately despite the increased noises.

![Fig. 2 Effect of increased noise](image)

3.2 Variation of mass
Secondly, the effect of the variation of the car mass on the accuracy of the prediction is investigated. The initial mass of the passenger car is \( m = 1320\,kg \). Firstly, the mass of the car is reduced to \( m = 1000\,kg \) and then it is increased to \( m = 1740\,kg \). The results of the changes can be seen in Figure 3. Apart from a short section, the applied model has high predictive accuracy, which means that the variation of the mass has no significant influence on the prediction. Therefore, the calculated model can resist the change in the mass.

![Fig. 3 Car mass: \( m = 1000\,kg \) (left), \( m = 1740\,kg \) (right)](image)

3.3 Change of adhesion coefficient
In the third case the variation of the adhesion coefficient \( \mu \) is simulated. The initial value of the adhesion coefficient is \( \mu = 1 \). In the simulations its value is decreased to \( \mu = 0.7 \) and then to \( \mu = 0.4 \). The results of the simulations are shown in Figure 4. In the case of \( \mu = 0.7 \), it can be seen that the model predicts the side-slip angle as accurately as in the normal case, see Figure 1. In the case of \( \mu = 0.4 \) the model also
operates appropriately apart from a section between 40 – 60s. In this section the vehicle loses its stability, since its longitudinal velocity is too high and the adhesion coefficient is too low to follow the defined path. Nevertheless, the applied model operates accurately in all other sections.

3.3 Melbourne Grand Prix Circuit
Finally, the predictive model is tested on another track. Since all of the regression models can be easily overfitted, it is important to guarantee that the calculated model operates in other cases. Therefore, in this case the passenger car is driven along the Melbourne Grand Prix Circuit at various velocities. Figure 6 shows the variation of the velocity during the simulation. The side-slip angle and its prediction are shown in Figure 7. The simulation shows that the applied model is able to predict the side-slip angle accurately. Its predictive accuracy is close to the normal case. It means that the proposed predictive model is generally able to predict the side-slip angle.

5. CONCLUSION
The paper has proposed a data-based side-slip angle estimation method for autonomous vehicles with numerous signal measurements. In the processing of the big data from the vehicle signals the linear regression algorithm has been used. The contribution of the paper is an easily implementable algorithm with a small amount of on-line computation. The proposed method can guarantee acceptably small errors in
the estimation of the side-slip angle. The efficiency of the method has been analyzed through various scenarios using the high-fidelity CarSim simulator. In the future the proposed method will be verified through experimental scenarios using a real test vehicle.
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ABSTRACT

The main goal of the project is to assure a collusion-free passage through the intersection in the shortest possible traveling time. Firstly, the order of the incoming vehicle is proposed. Using the mentioned order, a nonlinear optimization method is proposed, with the minimum traveling time of the participants, without their collusion is guaranteed. Based on the optimized result a database is created. The second part of the optimization uses this database to solve another type of problem, when the vehicles step in the intersection at different moment. Also mentionable the correct choosing of initial values in this part, because it has influence to the degree of optimization. After that, most of the situations can be solved, even if the vehicles have different step-in-time parameters.

Keywords: autonomous vehicles, intersections, initial problem, constrained nonlinear optimization, neural networks, local-global optimization

1. INTRODUCTION

The interactions of autonomous vehicles in smart cities are an important research field in the autonomous vehicles. In urban areas there are large number of intersections, therefore there is a huge potential in the appropriate control of vehicles approaching the intersections. The guided control of the autonomous vehicles means a more flexible solution for vehicle interactions in intersections, which is able improve the effectiveness, simultaneously, and the safety of the traffic system. There are several advantages using optimal control of the motions of autonomous vehicles in intersections. In a real-life traffic scenario the autonomous participants driving together with pedestrians and human-drive vehicles, thus it is inevitable to set the traffic rules clearly, which is determine the motions of the various type of travellers. Consequently, these traffic rules reduce the possibilities of autonomous vehicles and, moreover, the behaviour of the humans must be incorporated in the control of the intersection. The detection and prediction of the human behaviour are an extremely difficult and complex problem, see Li et al. (2016) [1]; Aoude et al. (2012) [2].

Several research have produces various results in this theme. A framework for the intersection control, which is based on queuing theory was represented by Tachet et al. (2016)[3]. Another paper which try to solve the problem form a different angle, a Model Predictive Control based intersection control using centralized approach for two vehicles was presented by Riegger et al. (2016) [4]. The quadratic programming is possibility of real time implementation compared to the convex optimization using space coordinated, see Murgovski et al. (2015) [5].
In this paper the challenges and problems of the motion optimization of autonomous vehicles will be shown through a base scenario which is illustrated in figure 1. The arrows show the desired way of each vehicles.

![Fig. 1 The base situation - Intersection with traffic signs](image)

It is a real-life traffic scenario, a conventional intersection with traffic signs which will be unnecessary because each vehicle will be guided from a third-party database (Fig. 2).

![Fig. 2 Database control - Independence from traffic rules](image)

At the third section of this paper a short description about the optimization method will be told. The efficiency of the method is presented through various simulation examples. However, the main goal of this article is to reflect the main difficulties of the mentioned optimization method. The problems will be show, through the simulation results and chosen initial values.

The performances in intersections can also lead difficulties in the control design. For example, the minimum traveling time of the vehicles can cause the deceleration of the slow heavy vehicles to provide priority for the fast passenger cars. However, the deceleration and acceleration manoeuvres of the heavy vehicles require significant amount of energy and fuel and result in decreases emission in intersections. Moreover, if the energy consumption of the vehicles is minimized, it can lead to an increase in traveling time. Since there is a contradiction between the minimization of the energy
consumption and that of traveling time, in the control of the autonomous vehicles a balance between the performances must be guaranteed.

The paper is organized as follows. In Section 2 the optimization problem together with the performance and the order of vehicles is formulated. Section 3 presents the exact method using for optimization. In Section 4 the importance of initial values will be showed through the efficiency of this method. Using the results, the being of local-global optimization cases will be presented. Finally, Section 5 summarizes the contributions of the paper and the future challenges.

2. OPTIMIZATION OF THE MOTION OF AUTONOMOUS VEHICLES IN INTERSECTION

In the optimization procedure applied to the intersection it is necessary to find the motion profile for all autonomous vehicles which guarantees safe approaching for them. The optimization procedure contains two tasks to be solved.

First, it is necessary to find the appropriate order of the vehicles. In this paper the goal of the intersection control is to find the minimum traveling time for each vehicle. Thus, it is required to find the order of vehicles with which the minimum traveling time for all vehicles is guaranteed. Vehicle consumptions and any other parameter with influence to the optimization is negligible in this case.

![Fig. 3 Vehicle route segment](image)

Second, the kinematics of the vehicles for the given vehicle order must be determined, e.g., the acceleration/deceleration or the velocity profile for each autonomous vehicle.

In this paper, the determination of the vehicle order is based on a rule which is defined through the experience of a large number of simulation examples. The vehicles crossing the intersection have right away based on their initial velocity and the length of their route. For example a vehicle with small initial velocity and/or long route inside of the intersection does not have right away against the fast and/or short route vehicles. In the earlier version of the optimization algorithm, problem can be solved only when
the vehicle’s step-in-time is the same when they reach the intersection, for now it can handle more complex situations with different reach times.

The performance of the control task is defined as the minimum traveling time for each vehicle. It is represented by the sum of traveling times of all vehicles. The avoidance of collision is guaranteed by the safe distance which must be held by the vehicles.

In order to have a continuously velocity profile (Figure 4), each vehicle route divided to seven part. (Figure 3) At each part there is an acceleration value which will be followed by the given vehicle. This value can be changed by the algorithm to find the optimal time minimum during the simulation.

4. CHALLENGES AND PROBLEMS

In this section, some of the main challenges will be described. The whole problem complexity depends on the number of participants. Each vehicle has 8 variable with which the cost function changeable. For instance, a situation with 3 vehicles means 24 variables. As mentioned before, the main goal is to reduce the travelling time to the minimum. In general, the simulation runs until it find a feasible solvation, however this result can represent a local minimum. (Figure 5)
In Figure 5 a simplified problem has shown. In comparison with the solution to similar problems, the way of solution here is harder, because here the actual global minimum is hidden. By changing the accelerations the value of the cost function can be considered, however most of the cases, the iteration step-size is way shorter than the actual position of the global minimum, thus the solver cannot decide perfectly. It can consider only the degree of changing of the cost function and it can lead to local minimum.

The goal of the first layer is to find the vehicle order which can lead to the global optimum solution. Furthermore, the results of the vehicle order are the appropriate initial conditions in the motion optimization, which guarantees to find the global minimum traveling time in the second layer. After many simulations an initial set up made for each situation which can happen. This set up means an acceleration vector for the solver and gives it a good starting point to find mentioned global minimum. The vector based on many optimized database. The algorithm solves a situation many times but each time with a different initial velocity given to the participants. The given initial velocity changing is between 3 m/s and 8 m/s. With three vehicles this means 216 cases in one situation with a given initial step-in-time parameter. The main goal is to run a simulation and after several hours later (obviously simulation time depends on the hardware too), a database given which fulfilled with optimized scenarios of a given situation. To reach this goal, more complex initial acceleration setup has been made. As it is shown in Figure 6, two individual initial acceleration databases have been made. One of them has the attributes to solve the problem for slower cases, and the other one for the higher speed cases. At middle speed there is a „gap”, where to scenario can be happened. Each dataset can solve the problem or neither one. The last one occurs less often because the fine-tuned initial acceleration setup. From the mentioned two setups an overlay has been made, which contains the attributes of both initial setup.

<table>
<thead>
<tr>
<th>Initial Velocity m/s</th>
<th>Initial acceleration setup for lower speeds</th>
<th>Initial acceleration setup for higher speeds</th>
<th>combo setup lower/higher speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.1 vehicle</td>
<td>No.2 vehicle</td>
<td>No.3 vehicle</td>
<td>Each case can be solved in the situation with a good optimization rate</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 6 The optimal database setup
5. CONCLUSIONS

In the paper the optimal motions of autonomous vehicles for intersections and its problem have been presented. The proposed method guarantees the minimum traveling time without collisions of the vehicles. The motion design of the vehicles leads to a nonlinear constrained optimization problem. A global-local minimum problem has been found and an approaching solvation found with which most of the situation can be solved.
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ABSTRACT
The paper proposes the modeling of a driver behavior in lateral vehicle control design purposes. Nowadays significant emphasis is placed on the development of autonomous vehicle systems which motivates to research in this area. Using a properly designed driver model during cornering ensures the comfort of the passengers and provides predictable motions for the drivers of conventional vehicles and pedestrians. In this paper the vehicle control is based on picture frames provided by an onboard mono-camera, which is used by an image processing algorithm to calculate the present and the predicted lateral errors. The identified driver model defines the instantaneous steering angle using the calculated errors and several dynamic parameters of the vehicle. One of the dynamic variables, the longitudinal speed was used as a scheduling variable to determine the actual operating region of the system. The formulated driver model is verified through a real-time running simulator software, where the measured values of the steering angles can be compared with calculated ones. The simulation showed the accuracy and reliability of the formulated driver model.

Keywords: camera-based system, driver identification, lateral autonomous vehicle control

1. INTRODUCTION
One of the main motivations of my research is the fact of emphasis of developing autonomous vehicle systems are increasing due to the many expected advantages using autonomous driving system instead of real human drivers. For instance, quicker reaction time in emergency, longer distance can be driven simultaneously by an autonomous vehicle other free activities are available for the driver during travel, etc. Copying the driving style of real human drivers during cornering is required from an autonomous driver model. It can provide comfort for the passengers and gives predictable movements for the drivers of conventional vehicles and pedestrians. Researchers have been concerned about how to describe models of human driving in the past years. Depending on the applications different driver models are available today. In one of the previous researches by Gaspar et al. (2018) the modeling of the human behavior connected with the lateral control of the vehicle. The controlled steering angle based on two steering components calculated from four different type of input signals. This method takes into consideration that the most important human sensor is the visual channel while driving, therefore it emphasizes the visible predicted lateral errors, furthermore it also considers the actual lateral error and yaw-error. The visual channel is ensured by a mono-camera. My research was influenced by this paper. Other research by David et al. (2012) the driver model based on the effect of the steering signals...
torque feedback and the neuromuscular dynamics comprising arm inertia, muscles and stretch reflex dynamics. The model represents a path-following task at constant speed. The influence of the steering torque feedback, scale of the muscle conditions and reflex for the path-following bandwidth were examined. A cost function was also used for tuning between path-following accuracy and control activity. A different solution toward autonomous lateral vehicle guidance was proposed by Stefan et al. (1986) using a neuro-controller. Instead of a complex driver model parameterization, a neural network was trained by few thousands of human-driving measurements without knowing the physical car parameters. The neural network gets the information from an image processing system mounted on the car. The advantage of this method that the identification of the driver was not created with complicated dynamic equations, but the disadvantages that a big amount of data is needed for a precise neural network and the physics behind the driver model is not recognizable. Different driver models were created based on physical equations by Manfred et al. (2007) as well.

In this research a camera-based lateral driver model was proposed for lateral vehicle control. The next sections of the paper describe the mono-camera based lane detection system, the required lateral errors, the identification of the driver model and the results of the simulations.

2. SENSING THE ENVIRONMENT

The most significant sensing channel of human during driving is the visual channel leaving behind others like vestibular system and somatosensory system remarking that they have also not negligible roles on the sensing system. Regarding the importance of the visual channel the source of input signals of the planned driver model is ensured by a mono-camera mounted on the vehicle and processed by an image processing system.

2.1 Image processing system

Gathering the actual lane is necessary to determine the required input data for the driver model. Designing a new lane recognition algorithm is not part of the task, therefore an existed one is utilizable, in this case the Visual Perception Using Monocular Camera image processing system from Matlab was chosen. Firstly, the image processing system performs an image transformation from the original view to a bird-view where the lanes appear as straight lines. Secondly the image system finds number of points on the picture at the significant intensity differences, then the algorithm fits curve to these points. Where the intensity difference is significant, like between lane markers and road surfaces, then more candidate points are located. The lane detection was tested on a road real-time, see Figure 1, where the recognized red and green curves candidate the edge of the lanes.

2.2 Desired signals from the camera image processing system

The driver model needs four different input signals to calculate the actual steering angle. The four processed input signals are the next:

- The current lateral error between the actual front position of the vehicle and the reference trajectory (middle of the lane), see Figure 2. a.
• The current yaw-angle error between the angle of the vehicle and the heading angle of the reference trajectory, see Figure 2. a.
• The lateral error between the reference trajectory and the predicted position of the vehicle at T₁ and T₂ prediction time, see Figure 2. b.

![Fig. 1 Testing lane detection system in real time](image1)

![Fig. 1. a Actual lateral and yaw-angle error](image2)

![Fig. 2.b Predicted lateral error](image3)

To get the predicted lateral error the image processing system has to determine the reference trajectory and the predicted position of the vehicle continuously. The reference trajectory is the middle of the lane and it’s calculated from the detected lines of the actual lane. For calculating of the predicted position of the vehicle the equations are below by Robin et al. 2008, see (1) and (2):

\[
\bar{x}(t) = \begin{pmatrix} x \\ y \\ \theta \\ v \\ w \end{pmatrix}^T ,
\]  

(1)
where $t$ is the current time, $x$ and $y$ are the coordinates, $\theta$ is the yaw-rate, $v$ is the longitudinal speed, $\omega$ is the angular speed.

\[
\bar{x}(t + T) = \begin{pmatrix}
\frac{v}{\omega} \sin(\omega T + \theta) - \frac{v}{\omega} \sin(\theta) + x(t) \\
-\frac{v}{\omega} \cos(\omega T + \theta) + \frac{v}{\omega} \sin(\theta) + y(t) \\
\omega T + \theta \\
v \\
\omega
\end{pmatrix},
\]  

(2)

where $T$ is the prediction time.

3. DESIGNING AND IDENTIFICATION OF THE DRIVER MODEL

3.1 Structure of the driver model

The closed loop controller is shown in Figure 3. The Image processing unit represents the vehicle including the camera and the steering actuator manages the frames from the camera and other measured physical quantities in order to get the 4 lateral error signals. The identified Driver model block represents the driver’s steering behavior and calculates the actual necessary steering angle based on the error signals. The longitudinal speed was used as a scheduling variable.

The idea of defining the driver model is to weight the four error signals separately one by one with control parameters. The influence of the different errors can be implemented simply representing the driver’s behavior. To get the actual proper steering angle, two steering components were calculated and were summarized for a final output signal as by Gaspar et al. (2018), see (3) and (4):

\[
\delta_A = K_1 \cdot e\text{Lat} + K_2 \cdot e\text{Yaw},
\]  

(3)

where $e\text{Lat}$ is the actual lateral error, $e\text{Yaw}$ is the actual yaw-angle error and $K_j, j \in \{1, 2, 3, 4\}$ are the required control parameters.

\[
\delta_B = K_3 \cdot e\text{Pred}_1 \cdot \text{sign}(e\text{Pred}_1) + K_4 \cdot e\text{Pred}_2 \cdot \text{sign}(e\text{Pred}_2),
\]  

(4)

where $e\text{Pred}_i, i \in \{1, 2\}$ are the predicted lateral errors at $T_i, i \in \{1, 2\}$ prediction time.
3.2 Identification of the driver model
In the identification procedure the representation of the human driving behavior is the designated task. The longitudinal speed was used as a scheduling variable ensuring the performance of the system in a chosen speed interval. Therefore, the identification of the driver model was done on constant longitudinal speeds for gaining the control parameters for each exact speed.

The applied identification procedure in order:
1. At the first, the vehicle was driven along a road with bends and straight lines using the CarMaker simulation software to get the steering reference data.
2. With the image processing system using a mono-camera the data of the four kind of lateral errors were determined, see Figure 4.

![Fig. 4 Identification process, calculating the lateral errors](image)

3. $K_i$, $i \in \{1, 2, 3, 4\}$ control parameters were determined for each discrete longitudinal speed by minimalizing the equation, see (5), in more detailed form see (6):

$$\sum (\delta - \delta_{\text{ref}})^2 = \text{min}.$$  \hspace{1cm} (5)

where $\delta$ is the calculated steering angle and $\delta_{\text{ref}}$ is the reference steering angle.

$$\sum \left( (K_2 \cdot \Phi_{\text{lat}} + K_2 \cdot \Phi_{\text{yaw}} + K_3 \cdot \Phi_{\text{pred}_2} + K_4 \cdot \Phi_{\text{pred}_3}) - \delta_{\text{ref}} \right)^2$$  \hspace{1cm} (6)

4. RESULTS AND SIMULATIONS
In this section the proposed lateral driver control is demonstrated by CarMaker/Matlab based simulations. The calculated trajectory followed the entire reference trajectory, see Figure 5. a. In sharp bends the driver model creates a distinct trajectory than the reference providing a more comfortable cornering behavior for the driver, see Figure 5. b, while the vehicle safely stays on its own lane.

Using the lateral driver model, the reference steering angle was nearly completely followed by the calculated steering angle, the differences only serve the purpose to provide a more suitable corning trajectory for a better comfort of the driver, see Figure 6.
To ensure the performance of the system the longitudinal speed was used as a scheduling variable. The identified $K_i$ control parameters among the discrete speeds
were determined by interpolation and based on the actual speed the parameters were successfully controlled to the necessary values, see Figure 7.

5. CONCLUDING REMARKS

The proposed paper has been shown that with an appropriate lateral driver model based on the driver’s behavior, a more realistic and convenient cornering trajectory is achievable for the driver. The simulations verified that the steering control could follow the reference signal sufficiently and was able to modify the trajectory during the cornering. Moreover, the model properly could handle the steering control to the effect of the changing longitudinal speed. The simplicity of the driver model can assist the control system to operate real-time efficiently, nevertheless a more sophisticated driver model or combination of different driver models may be beneficial for a more strength and accurate driver model system.
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ABSTRACT
Automated highway driving solutions are reaching the commercially available vehicles, though with restricted functionalities. The research presents a mixed simulation model, where the behavior planning of a vehicle can be designed with interactive traffic environment, the traffic is modelled with classic microscopic approach, though the vehicle to be controlled uses more complex model. The control of the vehicle is based on a hierarchical state machine approach, where the model can choose from different basic behavior schemes, like lane keeping, lane changing etc. with underlying low-level control for all states. The paper shows the performance of the classic state choice models and compares it to a machine learning based approach, where the state transition decisions are controlled by a neural network structure.

Keywords: Machine learning, highway behaviour

1. INTRODUCTION
The paper presents the statistical comparison of a rule-based and a machine learning based approach on fully automated highway driving (AHD). The purpose is to assess the limitations and weaknesses of the different methods and to explore the possibilities of using such techniques on this complex control task, because it is arguable which formula will be able to reach the required level of safety. To establish the performance evaluation the paper provides a general walkthrough on the environment. There are many simulators and environments intended for research in the field of autonomous driving, such as CARLA [1] or TORCS [2], though neither was proper for our research needs, therefore the presented study also consist a newly developed simplified highway simulation. The environment has three substantial portions: vehicle model, sensor model, traffic model.

<table>
<thead>
<tr>
<th>ID</th>
<th>Meaning</th>
<th>Elements</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,1</td>
<td>Front Left Lane</td>
<td>dx, dv</td>
<td>500,0</td>
</tr>
<tr>
<td>2,3</td>
<td>Front Ego Lane</td>
<td>dx, dv</td>
<td>500,0</td>
</tr>
<tr>
<td>4,5</td>
<td>Front Right Lane</td>
<td>dx, dv</td>
<td>500,0</td>
</tr>
<tr>
<td>6,7</td>
<td>Rear Left Lane</td>
<td>dx, dv</td>
<td>500,0</td>
</tr>
<tr>
<td>8,9</td>
<td>Rear Ego lane</td>
<td>dx, dv</td>
<td>500,0</td>
</tr>
<tr>
<td>10,11</td>
<td>Rear Right Lane</td>
<td>dx, dv</td>
<td>500,0</td>
</tr>
<tr>
<td>12</td>
<td>Left Safety Zone</td>
<td>Occup[0,1]</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Right Safety Zone</td>
<td>Occup[0,1]</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Vehicle lateral position</td>
<td>Pos [m]</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Vehicle heading</td>
<td>th [rad]</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Vehicle speed</td>
<td>v [m/s]</td>
<td></td>
</tr>
</tbody>
</table>
Table 1: State vector for the ego vehicle

More details on the model can be found in our previous works [1] [2]. The vehicle model is a rigid kinematic bicycle model where the tire slip is neglected, thus the lateral motion exclusively influenced by the geometric parameters [3] [4]. The sensor information is based on common automotive sensors such as camera and radar based systems. Environment information contains ego vehicle position and heading relative to the lane and also the relative distance and velocity of the vehicles in the ego and neighboring lanes. Table 1 shows the components of the state vector.

IDs [0-11] gives the relative distances and relative speeds of the surrounding vehicles. If the lane does not exist or it is unoccupied the default - [500,0] - values are used. IDs [12,13] present the occupancy of the both safe zones of the ego vehicle while [14-16] provide the lateral position relative to the center of the rightmost lane, the vehicle’s heading relative to the orientation of the lane and the ego vehicle’s speed also. Fig. 1 visualizes the sensor information in order to help the better understanding.

Fig. 1  Sensor model of the ego vehicle

The traffic model is microscopic and is fully parametrized, the number of the lanes, traffic density in each lane – mean and deviation – the needed speed of the vehicles in the form of mean and deviation also. The goal of this approach is to produce diverse traffic situations. The controlled vehicle is chosen after a warm up stage which is essential to make the traffic close to real. Other participants of the traffic are controlled by a two level hierarchical controller [7]. On the first level it choses from strategic goals e.g. avoid collision, keep right, maximize speed, perform a lane changing maneuver if it is needed, on the next level it creates actions - in a form of acceleration, deceleration and steering - to realize the chosen goal. Fig. 2 displays a snapshot on the environment. The implementational details and structures of the environment resembles to the well known and widely used OpenAI gym format [7].

Section 2 describes the design steps of the comparison system. Section 3 explains the result of the statistical comparison and Section 4 considers the possible improvements.
2. THE CREATION OF THE COMPARISON SYSTEM

The original system has an important component which is responsible for the decision-making process, in this new system the purpose is to replace the rule-based method with a neural network. Fig. 3 shows the conceptual structure of the designed system.

Fig. 3 Decision loop

The input is the same sensor information vector like in the original system, while the output is a discrete decision about what kind of action is needed in order to solve the current traffic situation, represented by the sensor information. The possible decisions are: slow down, speed up, change left, change right, steady flow. A state-machine component realizes these actions in the form of accelerations or decelerations and steering angles.
When a system needs to choose from a discrete set of decisions - based on sensor information - the task is called a multiclass classification. For the realization, the supervised training of an Artificial Neural Network (ANN) were chosen. In supervised learning one feeds the neural network with input-output pairs and it learns the function that maps the input to the output. To reach high accuracy the training process needs a large amount of pre-processed training data, for this task, we uses the original system to produce raw data for the pre-processing.

2.1 Data Pre-Processing
The first step in the pre-processing is the collection of eligible amounts of data, with respect to the fact that in order to achieve the best performance, the decision space has to be covered evenly.

This is followed by examination of input effects, hence to find the less important components of the sensor information vector in order to decrease the size of the input, thus indirectly the time of the training process. The only sensor information that we omitted is the vehicle heading, because the neural network only need samples from decision-making points and the vehicle heading only changes under the lane changing maneuver, but it can not be interrupted because of the dynamics of the system. Moreover, we had to rescale the dataset because, most of the sensor information have different intervals and it decreases the accuracy of the neural network. We used standardization which transforms the attributes into Gaussian like distribution. Finally, we shuffled the dataset to fit the chosen batch size in the training process. The result of the rescaling is shown on Fig. 4.

2.2 Training & Testing
Training a neural network takes a long a time, because there are a lot of parameter (e.g. epoch, batch size, number of layers, size of the layers, optimizer, loss function, activation function) that we have to adjust, but we never know what will be the best for our specific task, so in order to save time we just train on lower number of data until we got a promising result, then we can start the training with the whole dataset.
Testing the trained neural network’s accuracy is the first step of the performance evaluation. In our case we used KfoldCrossValidation, this method provides a wider perpect about the accuracy of the network then the classic train-test split method. This method unfold our dataset into k-folds then chooses one fold for testing and trains the network with the remaining folds and repeats this process k times. Finally, we get the mean accuracy and the standard deviation of the trainings, this makes the result more reliable. If the accuracy is high enough, we can continue the evaluation with the confusion matrixes. The confusion matrix shows us which decision the neural network mix with. Despite of a high accuracy we should check the distribution of the inaccuracy between the different decisions, because if it concentrates in one particular decision type it could be mean that the neural network have not learnt that specific type. Fig. 5 shows the confusion matrix of this task.

![Normalized confusion matrix of the training process](image)

**2.3 Results**

After the training process we replaced the decision-making component with the trained network and measured the performance in safety, speed maximization and in keeping right, then we compared it to the original rule-based system. The comparison is based on the same size of test run in the environment and the statistical evaluation is based on the sensor information recorded during the test run.
As Fig. 6 shows the rule-based system is safer and stays in the right lane more than the neural network based system, though it handles the speed better. What is also significant that the NN based system changes lane nearly six times more than, the original system and it stays in the right lane twice less. This suggest, that the lane changing condition of the original system is too strict and because of that it must slow down in scenarios when the NN based system changes the lane and keeps its high speed. The main drawback of the NN based system is the situations that lead to collisions. The collisions from lane changing has two different reasons, the first scenario is when the ego vehicle stays in the middle lane and it tries to change right, but it starts the maneuver in the wrong moment and it bumps into the front vehicle in the target lane. The second scenario is, when the ego vehicle stays in the left lane and lefts the highway, this mostly occurs when the ego vehicle’s velocity is higher then the speed limit. The confusion matrix of Fig. 5 gives a hint on this behavior. It shows that the network mixes the speed up decision with the change left decision. The another reason is that the ego vehicle lefts the state-space defined by the dataset used for training by mixing up the speed up and slow down decisions, because the rule-based system, where we obtained the training data always keeps the speed limit. The problem with mixing up the speed up and slow down decisions is also causes the collisions from following of the front vehicle.


3. CONCLUSION

Most of the failures of the neural network came from inaccuracy which may lead to data pre-processing. The reason is that the scenarios where the ego vehicle causes a collision is under represented in the training dataset, because when we collected the data for training, we just collected the same number of lane changing decision from every lane into every possible direction, but a lane changing can occur in several different situations in one lane into one direction and this is also true for the other decision types. So, to solve that issue we should find all the occurrences of the traffic situations attached to the decisions. We can achieve that by using unsupervised learning methods for data clustering (e.g. K-nearest neighbor). In the future work we should collect the training data more carefully in order to represent all the scenario equally to reach higher accuracy.
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ABSTRACT

The main contribution of this paper is the design of robust H∞ proportional-integral (PI) observers for actuator fault estimation, applied to uncertain linear time-invariant system. The observer design is based on the PI observer, combining the H∞ norm to deal with system uncertainties and disturbance attenuation. Then the application to the suspension system is presented in order to highlight the performance of the proposed estimator.

Keywords: Observers, Fault detection, Uncertain linear systems, Semi-active suspension, Linear time-invariant (LTI), Robust estimation.

1. INTRODUCTION

The parametric uncertainty has always been an interesting topic for research (see [1]) due to its negative effects on system stability and observer performance. To solve this kind of time-varying and bounded uncertainty, most methods are based on the linear matrix inequality (LMI) optimization, which is obtained from the Lyapunov stability function. In [2], the observer design problem was addressed by applying the projection lemma and the Schur complement to linear discrete-time linear switched system in presence of uncertainties. Another solution was then introduced in [3] and [4], in which the majoration lemma (see [5]) was applied to deal with system uncertainties while the H∞ norm attenuated the influence of disturbance. However, these approaches have certain disadvantages. Firstly, the increase in the number of uncertainties will lead to numerous sub-spaces (for projection lemma) or a complexity growth in LMI solution (for majoration lemma). Secondly, there is always a static error between the system state and its estimation due to the use of classical proportional observer. To deal with above issues, proportional-integral (PI) observer, whose structure and robustness were studied in [6] and [7], was applied to estimate the system states and faults of the descriptor system in [8]. In [9], the uncertainties in state matrices were treated by majoration lemma and the fault was estimated by the H∞ PI observer. Nevertheless, its LMI solution may encounter some numerical problems to achieve the asymmetrical stability. Meanwhile, for the suspension application, the fault estimation strategy has been developed since many years. In [10], the actuator fault was estimated by using H∞ filtering technique. In [11], the parity space and frequency-based estimator were implemented to estimate the actuator fault. In [12], a comparison between different estimation methods, such as fast adaptive fault estimation (FAFE), parameter adaptive observer, and switched linear parameter-varying observer, has been studied for actuator fault. However, the robustness of observer against uncertainties has not been taken into account in the above approaches. As a result, there is a need to overcome the
drawbacks of previous methods. Hence, the contribution of paper is the implementation of H∞ synthesis to simply deal with the impact of parametric uncertainty on the actuator fault estimation, thus reducing the complexity of LMI optimization. In which, the proposed observer design is based on the mathematical model inspired from the vehicle suspension system.

The paper is organized as follows. Firstly, the problem formulation is presented in Section 2. In Section 3, under the disturbance and fault occurrence, the observer design problem against system uncertainties is solved by using LMI optimization. The simulation result is illustrated in Section 4. Finally, the conclusion with remarks and future work are presented in Section 5.

Notations: $\mathbb{R}^n$ and $\mathbb{R}^{m \times n}$ represent respectively the n dimensional Euclidean space and the set of all $m \times n$ real matrices; $X^T$ is the transposed of matrix $X$; $X > 0$ is real symmetric positive definite matrix; 0 and I denote zeros and identity matrix with appropriate dimensions; and the symbol $(*,*)$ denotes the transposed block in the symmetric position.

2. PROBLEM FORMULATION

2.1 Suspension Modelling

The quarter-car, or the semi-active suspension in the platform, can be modeled by a mass-spring-damper system. In which:

- The sprung mass $m_s$ represents a quarter of the chassis body
- $z_s$ is the vertical displacement around the equilibrium point of $m_s$.
- The sprung mass $m_{us}$ represents wheel/tire of the vehicle
- $z_{us}$ is the vertical displacement around the equilibrium point of $m_{us}$.
- The semi-active suspension is composed of a spring with the stiffness coefficient $k_s$ and a controllable damper with the damping coefficient $c$, where $c_{min} \leq c \leq c_{max}$.
- The tire is modeled by a spring with the stiffness coefficient $k_t$.
- The road profile $z_r$ is considered as unknown input $d$ for the suspension.

![Fig. 1 The quarter-car model](image)

The suspension dynamics are described by the following equations [13]:

$$
\begin{align*}
\{ \begin{align*}
\dot{z}_s &= -k_s(z_s - z_{us}) - F_d \\
\dot{z}_{us} &= k_s(z_s - z_{us}) + F_d - k_c(z_{us} - z_r) 
\end{align*} \}
\end{align*}
$$

(1)
where \( F_c = c \dot{z}_{\text{def}} \) is the damper force; \( z_{\text{def}} = z_a - z_{\text{us}} \) is the displacement (deflection) between the chassis and the tire position; and \( \dot{z}_{\text{def}} \) is the deflection speed.

In order to obtain LTI model of suspension system, the damper force \( F_c \) is decomposed into 2 components:
\[
F_c = c \dot{z}_{\text{def}} = c_0 \dot{z}_{\text{def}} + u \quad (2)
\]

In which, \( u \) is the model input corresponding to the varying part of semi-active damper force \( F_c \); \( c_0 \) is the nominal value of damper, corresponding to a passive damper when there is no control input \( u \).

According to [14] in case of semi-active suspension, the authors chose \( c_0 = (c_{\text{min}} + c_{\text{max}})/2 \) as the nominal damping value, so the control input \( u \) in (1) is supposed to be limited in symmetric region \([\lambda_{\text{min}}, \lambda_{\text{max}}] \) where \( \lambda_{\text{max}} = \frac{(c_{\text{max}} - c_{\text{min}})}{2} \).

Two available outputs are supposed to be available: \( z_{\text{def}} \) is the displacement; and \( \dot{z}_{\text{us}} \) is the tire acceleration and there is the actuator fault \( f_a \) in the damper actuator input \( u \).

The faulty LTI model has been considered for the study as: [13] [14]
\[
\begin{align*}
\dot{x} &= A x + B u + E_d d + E_{f_{a}} f_a \\
y &= C x + D u + F_d d + F_{f_{a}} f_a 
\end{align*}
\]

in which, \( x = [z_a \quad \dot{z}_a \quad z_{\text{us}} \quad \dot{z}_{\text{us}}]^T \) is the state vector; \( y = [z_{\text{def}} \quad \dot{z}_{\text{us}}]^T \) is the output vector; \( d \) is the road profile \( z_a \) considered as unknown input; \( u \) is the control input;

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-k_s & -c_0 & 0 & -c_0 \\
-m_s & m_s & 1 & 0 \\
-k_s & c_0 & k_t + k_s & -c_0 \\
-m_{u_s} & m_{u_s} & -k_t & m_{u_s} \\
-1 & -k_t & m_{u_s} & m_{u_s}
\end{bmatrix};
E_{d} = \begin{bmatrix}
0 & 0 & \frac{k_c}{m_{u_s}}
\end{bmatrix}^T;
\]

\[
C = \begin{bmatrix}
\frac{1}{k_s} & 0 & -1 & 0 \\
-c_0 & k_t + k_s & 0 & 0 \\
-m_{u_s} & m_{u_s} & k_t & m_{u_s} \\
-k_s & c_0 & k_t & m_{u_s}
\end{bmatrix};
E_{d} = \begin{bmatrix}
0 & \frac{k_c}{m_{u_s}}
\end{bmatrix}^T; B = \begin{bmatrix}
0 & -1 & 0 & \frac{1}{m_s}
\end{bmatrix}^T;
\]

\[
D = \begin{bmatrix}
0 & 0 & 0 & 1
\end{bmatrix}^T; E_{f_{a}} = B; F_{f_{a}} = D
\]

2.2 System presentation

The damping coefficient \( c \) is uncertain parameter varying between \( c_{\text{min}}, c_{\text{max}} \) and its nominal parameter \( c_0 \). That leads to the uncertainties existing in the state matrices \( A \) and \( C \) of (3). As a result, the following system is considered for the study:
\[
\begin{align*}
\dot{x} &= (A + \Delta A) x + Bu + E_d d + E_{f_{a}} f_a \\
y &= (C + \Delta C) x + Du + F_d d + F_{f_{a}} f_a
\end{align*}
\]

• \( x \in \mathbb{R}^{18} \) is the state vector; \( y \in \mathbb{R}^{18} \) is the measurement output vector; \( u \in \mathbb{R}^{18} \) is the input vector; \( d \in \mathbb{R}^{18} \) is the disturbance vector; \( f_{a} \in \mathbb{R}^{18} \) is the actuator fault to be estimated.

• Matrices \( A, B, C, D, E_d, E_{f_{a}}, F_d \) and \( F_{f_{a}} \) are all known constant matrices with appropriate dimensions, which correspond to the nominal system defined in (3).
• The terms $\Delta A$ and $\Delta C$ are time-varying parameter matrices corresponding to uncertainties of nominal system. They can be represented as: $\Delta A = \bar{A}\theta$ and $\Delta C = \bar{C}\theta$, where $\bar{A}$ and $\bar{C}$ are defined as:

$$
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & \frac{1}{m_{ug}} & 0 & \frac{1}{m_{ug}} \\
0 & 0 & \frac{1}{m_{ug}} & 0 \\
0 & \frac{1}{m_{ug}} & 0 & -\frac{1}{m_{ug}}
\end{bmatrix};
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & \frac{1}{m_{ug}} & 0 & -\frac{1}{m_{ug}}
\end{bmatrix};
$$

and $\theta$ is the variation of damping coefficient “c”, where $\theta = 0$ when the system works correctly in nominal mode or without the uncertainty, otherwise $-\Delta C_0 \leq \theta \leq \Delta C_0$ with $\Delta C_0 = (c_{\text{fault}} - c_{\text{nominal}})/2$.

The paper’s interest is to find an observer design which can deal with the uncertainty generated by the varying dynamics of damping coefficient and estimate the actuator fault $f_a$.

In order to achieve the above objectives, the system (4) can be rewritten as:

$$
\begin{bmatrix}
\dot{x} \\
y
\end{bmatrix} =
\begin{bmatrix}
A_x & B_x + [E_d A_d] \begin{bmatrix} \dot{d} \\ 0 \end{bmatrix} + E_d f_a \\
C_x + D_u + [F_d C_d] \begin{bmatrix} \dot{d} \\ 0 \end{bmatrix} + F_d f_a
\end{bmatrix}
$$

Choosing $w = \begin{bmatrix} \dot{d} \\ 0 \end{bmatrix}$ as the new disturbance vector. The system (6) is simplified as:

$$
\begin{bmatrix}
\dot{x} \\
y
\end{bmatrix} =
\begin{bmatrix}
A_x & B_x + E_{\text{dw}} w + E_{\text{f}_d} f_a \\
C_x + D_u + F_{\text{dw}} w + F_{\text{f}_d} f_a
\end{bmatrix}
$$

Where $E_{\text{dw}} = [E_d A_d]$ and $F_{\text{dw}} = [F_d C_d]$.

The observer design for system (7) is presented in next section.

3. ROBUST $H_{\infty}$ PI OBSERVER DESIGN

Assumption 1. As discussed in [8] and [15], the faults are considered to be bounded and supposed to be in low frequency domain, i.e., $f \approx 0$. In fact, most system faults, such as an actuator stuck and offsets in sensor outputs, exist in this zone (see [16] and [17]).

To estimate the fault, an augmented state is considered, so the $H_{\infty}$ PI observer has the representation:

$$
\begin{bmatrix}
\dot{x} \\
f_a \\
y
\end{bmatrix} =
\begin{bmatrix}
A_x & B_x & L_p (y - \hat{y}) + E_{\text{f}_d} f_a \\
L_p & 0 & 0 \\
C_x & D_u & F_{\text{f}_d} f_a
\end{bmatrix}
$$

Where $L_p$ and $L_i$ are the proportional and integral gains of the PI observer, respectively.

The state estimation error $e_x$ and fault estimation error $e_f$ are defined as:

$$
\begin{cases}
e_x = x - \hat{x} \\
e_f = f_u - \hat{f}_a
\end{cases}
$$

Using (7) and (8), the dynamics of estimation errors are given by:
\begin{align}
\dot{x} &= \dot{\hat{x}} = (A - L_{\nu}C)x + (E_{\nu} - L_{\nu}F_{\nu})e + (E_{wa} - L_{\nu}F_{wa})w \\
\dot{e} & = \dot{\hat{e}} = -L_{\nu}Ce + L_{\nu}F_{\nu}e - L_{\nu}F_{wa}w 
\end{align}

In other words,
\begin{align}
\begin{bmatrix}
\dot{e} \\
\dot{e}_{f}
\end{bmatrix} &= \begin{bmatrix} (A - L_{\nu}C) & 0 \\
E_{\nu} - L_{\nu}F_{\nu} & 0
\end{bmatrix} e + \begin{bmatrix} 0 \\
E_{wa} - L_{\nu}F_{wa} 
\end{bmatrix} w 
\end{align}

where:
- Estimation error: \( e = \begin{bmatrix} e_{x} \\
e_{f}
\end{bmatrix} \)
- \( A_{\nu} = \begin{bmatrix} A & 0 \\
0 & L_{\nu} 
\end{bmatrix} \), \( L_{\nu} = \begin{bmatrix} L_{\nu} \\
0 
\end{bmatrix} \), \( E_{wa} = \begin{bmatrix} E_{wa} \\
0 
\end{bmatrix} \), \( C_{\nu} = \begin{bmatrix} C & F_{\nu} \end{bmatrix} \), \( C_{af} = \begin{bmatrix} 0 & I_{nr} 
\end{bmatrix} \)

**Assumption 2.** In order that the PI observer (8) exists, the pair \((A_{\nu}, C_{\nu})\) in (11) is assumed to be detectable, which can be demonstrated as the following condition (see [8])
\[ \text{rank} \begin{bmatrix} sI - A_{\nu} \\
C_{\nu}
\end{bmatrix} = \text{rank} \begin{bmatrix} sI - A & -E_{\nu} \\
0 & sI_{\nu} \\
C & F_{\nu}
\end{bmatrix} = n_{\nu} + n_{f} \forall \text{ Re}(s) \geq 0 \]

The objective of \( H_{\infty} \) PI observer is to attenuate the influence of disturbance \( w \) on actuator fault estimation error (see [8])
\[ \min_{\gamma} \| T_{wh} \|_{2} = \min_{\gamma} \frac{\| sI \|_{2}}{\| w \|_{2}} \leq \gamma \]

**Theorem 1.** The observer (11) is asymptotically stable if there exist a symmetric positive definite matrix \( P \) and a matrix \( Q \) which satisfy the following LMI:
\[ \begin{bmatrix}
P_{1}A_{\nu} + A_{\nu}^{T}P + QC_{\nu} + C_{af}^{T}Q^{T} & E_{wa} + QF_{wa} & C_{af}^{T} \\
E_{\nu} & -\gamma^{2}I & 0 \\
0 & 0 & -I
\end{bmatrix} < 0 \]

The gain of the observer is then calculated by:
\[ L_{\nu} = \begin{bmatrix} L_{\nu} \\
0 
\end{bmatrix} = -P^{-1} \]

**Proof:** The candidate Lyapunov function \( V = e^{T}P_{e} + e^{T}P_{f} \) is chosen. Consequently,
\[ V = e^{T}P_{e} + e^{T}P_{f} \]
\[ = e^{T}(PA_{\nu} + A_{\nu}^{T}P - PL_{\nu}C_{\nu} - C_{af}^{T}Q_{af}F_{af})e + e^{T}(PE_{wa} + PL_{wa}F_{wa})w + w^{T}(E_{wa}^{T}P + F_{wa}^{T}L_{wa}^{T}P)e \]

The condition (12) can be expressed as:
\[ \dot{V} + e^{T}_{f}e_{f} - \gamma^{2}w^{T}w \leq 0 \]

Using \( Q = -PL_{\nu} \), the left-hand side of (16) becomes
\[ \dot{V} + e^{T}_{f}e_{f} - \gamma^{2}w^{T}w = [e^{T}w] \begin{bmatrix} PA_{\nu} + A_{\nu}^{T}P + QC_{\nu} + C_{af}^{T}Q_{af}^{T} + C_{af}^{T}C_{af} & E_{wa} + QF_{wa} \\
0 & -\gamma^{2}I
\end{bmatrix} [w] \]
A sufficient condition for both stability of observer (8) and disturbance objective (16) is that:

\[
\begin{bmatrix}
P & 0 \\
0 & \gamma^2 I + QE_w + CE_o \\
\end{bmatrix} \begin{bmatrix}
P \tilde{w} \\
\end{bmatrix} > 0 \quad \forall \begin{bmatrix}
\tilde{e} \\
\tilde{w} \\
\end{bmatrix} \neq 0
\]  

(18)

Applying the Schur Complement to above inequality, (13) is obtained, which completes the proof.

4. APPLICATION TO SUSPENSION MODEL

4.1 Model & Observer Parameter

For the simulation purpose, the following parameters are chosen:

TABLE 1
SUSPENSION PARAMETER

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Unit</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_q)</td>
<td>Kg</td>
<td>2.578</td>
<td>A quarter-car chassis mass</td>
</tr>
<tr>
<td>(m_{tr})</td>
<td>Kg</td>
<td>0.485</td>
<td>Rear tire mass</td>
</tr>
<tr>
<td>(k_s)</td>
<td>N/m</td>
<td>349</td>
<td>Suspension stiffness</td>
</tr>
<tr>
<td>(c_{min})</td>
<td>Ns/m</td>
<td>18</td>
<td>Minimum damping coefficient</td>
</tr>
<tr>
<td>(c_{max})</td>
<td>Ns/m</td>
<td>85</td>
<td>Maximum damping coefficient</td>
</tr>
<tr>
<td>(k_t)</td>
<td>N/m</td>
<td>3067.5</td>
<td>Tire stiffness</td>
</tr>
</tbody>
</table>

Based on the above parameter, Yalmip toolbox [18] and Sedumi solver [19] allow obtaining the optimal H\(\infty\) performance of the PI observer: \(y = 0.0141\). The gains of PI observer are presented as followings:

\[
L_p = \begin{bmatrix}
-41.0691 & -0.0010 \\
27.5365  & -0.0010 \\
-39.3964  & -0.0010 \\
-42.6490  & 0.9990 \\
\end{bmatrix},
\]

(19)

\[
L_I = \begin{bmatrix}
-1230.5514 & -0.0001 \\
\end{bmatrix}.
\]

(20)

4.2 Frequency Analysis

As the matrices \(A_s\) and \(C_s\) in (5) have the first and third columns be the zeros columns, there is no direct transfer from element \(\theta_{x_1}\) and \(\theta_{x_2}\) of varying vector \(\theta_x\). Therefore, the frequency analysis will only concentrate on the road profile \(d\), and the other 2 varying element \(\theta_{x_2}\) and \(\theta_{x_4}\).

The impact of \(d\) on fault estimation error \(\tilde{e}_f\) is studied in the frequency from 0 to 20 Hz as the road profile spectrum stays in this domain (see [13]). In the Fig. 2, the Bode
diagram has a peak at 1.05Hz, which reflects the most important influence of road profile on estimation result (-63.4dB).

In Fig. 3 and Fig.4, the sensitivities decrease significantly from 1 Hz ($10^0$ Hz). The higher the frequency, the less impact of parameter variation/uncertainty on the estimation error. Moreover, the amplitude of sensibilities is below the curve of $\gamma$, which verifies the $H_\infty$ synthesis mentioned in (12).
The relation between the real and estimated fault is represented by the complementary sensitivity \( T_{\tilde{f}_a, f_a} \) in Fig. 5. In which, the \( |T_{\tilde{f}_a, f_a}| = \left| \frac{\tilde{f}_a}{f_a} \right| = 0 \) (dB), i.e. \( \tilde{f}_a \approx f_a \) from 0 to 0.1 Hz, so the fault \( f_a \) may be estimated by the use of H\( \infty \) PI observer if its bandwidth is less than 0.1 Hz (or slow-varying fault in this study).

### 4.3 Simulation condition

The following conditions are considered for the simulation in Matlab:

- Simulation time: \( t = 25 \) s.
- Road profile \( d \): is modeled as a sinus signal. The frequency \( f_a \) is chosen as 1.05 Hz, which represents one of the worst case that the suspension has to handle.

\[
d = z_r = \sin(2 \pi f_a) \text{ (cm)}
\]  

(21)
Fault scenario: abrupt fault is considered according to assumption 1.

\[
    f_u = \begin{cases} 
      \frac{6}{5}, & 5 \leq t \leq 10 \\
      \frac{4}{15}, & 15 \leq t \leq 20 \\
      0, & \text{otherwise} 
    \end{cases} \tag{22}
\]

- Variation of damping coefficient \( \theta \) (as mentioned in (4)):
  - **Case 1**: \( \theta \) is considered as an exponentially decreasing function, which demonstrates the uncertainty due to the mechanical degradation of damper:
    \[
    \theta = K(e^{-0.6 \theta t} - 1) \tag{23}
    \]
    with \( K = 60\% \Delta c_0 \) representing the 60% degradation comparing to the nominal value \( c_0 \). In other words, when \( t \rightarrow \infty, \theta \rightarrow -0.6\Delta c_0 \).
  - **Case 2**: \( \theta \) is a sinusoid function representing high dynamics of damping coefficient, maybe caused by the temperature of fluid inside the damper.
    \[
    \theta = K \sin(2\pi t) \tag{24}
    \]

The analysis of both cases will allow verifying the impact of \( \theta \) on the estimation error \( e_{fa} \) in low and high frequency, mentioned in Bode diagrams Fig 3 and 4.

### 4.4 Simulation result

In Fig. 6 and Fig. 7, under the existence of road profile, the robust \( H_\infty \) PI observer allows the estimation of the actuator fault with the rising time about 1 seconds. In the case 1 (Fig. 6), due to the rise of degradation, the impact of uncertainty on estimation result increases along the simulation time course. In fact, there exists a stronger variation in the amplitude of the estimated actuator fault in the zone \([15, 20]\) s, comparing to that of \([5, 10]\) s. Moreover, it is worth to noting that at low frequency, only an attenuation of -40dB (0.01 in Fig.3 and Fig.4) can be achieved, so the amplitude of uncertainty has great impact on estimation error.

In the case 2 (Fig. 7, high frequency domain), for the sinus signal with 5 Hz, the attenuation observed in Fig. 3 and Fig. 4 reaches up to -75dB (1.8e-4). As a result, the actuator estimation get a better result with less disturbance comparing to case 1.

![Fig. 6 Actuator fault estimation result in case 1.](image)
In general, although the proposed method has limited estimation results due to the value of uncertainty in low frequency zone, it still works well in high frequency with great attenuation of disturbance impact on error.

5. CONCLUSION
By considering the uncertainty as a system disturbance, the robust $H_\infty$ PI observer not only attenuates the influence of damping coefficient’s variation, but also estimates the actuator fault in suspension system. The observer design process is simple and its performance has been also been proven by the simulation result. For future work, a comparison in estimation quality between the robust $H_\infty$ PI observer and $H_\infty$ unknown input observer will be studied.
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ABSTRACT
Rollover of heavy vehicles is an important road safety problem world-wide. Several active control schemes have been proposed to prevent rollover, such as active steering, active suspension, active anti-roll bars, with the active braking system being the most common method used for vehicles. In this paper, the active braking system is combined with the passive suspension system. The grid-based LPV approach is used to synthesize the H_{\infty}/LPV controller which is self-scheduled by two varying parameters: the forward velocity and the normalized load transfer at the rear axle. The parameter dependent weighting function for the lateral acceleration is used in order to allow for the vehicle performance adaptation to the risk of rollover. Simulation results are performed in the frequency domain, and emphasize the efficiency of the proposed methodology.

Keywords: Vehicle dynamics, Active braking control system, Rollover, H_{\infty} control, Linear Parameter Varying (LPV) system.

1. INTRODUCTION

1.1 Context
Active Braking System (ABS) is the general concept of controlled braking on vehicles, such as Electronic Brake System (EBS), Anti-lock Braking System (ABS), Advanced Emergency Braking System (AEBS), Autonomous Emergency Braking (AEB) [1], [2]. The active braking system was introduced to the automotive industry in the 1950s with the goal to improve braking performance. For a long time, hydraulic brake systems dominated the market however the main disadvantage is the noticeable oscillation of the wheel slip around a reference value. Today, electromechanical actuators are becoming common and will most probably replace totally hydraulic brakes in the near future, along with the development of X-by-wire technology. These actuators allow the application of a smoother and continuous braking action on the brake pads [3]. The evolution of braking systems in the automotive field is well described in Fig 1. We can see that, since electronics have been integrated into vehicles, the advances in the development of active vehicle control systems have been inextricably linked to advances in sensors and actuators technology [4]. The effect of the controlled suspension is only to keep the vehicle body perpendicular to the road, since it cannot reduce the lateral tyre force component. Therefore, the role of active braking system in order to avoid the vehicle rollover situation is very important [5-7].
1.2 Related works

In the literature one can find the following references related to improved roll stability:

- In [8], a combined control structure between the active anti-roll bar system and the active braking system was proposed. The best part of this solution is that, in a normal driving situation, only the active anti-roll bar system is working and the active braking system is only activated when the vehicle comes close to a rollover situation.

- In [3], a robust control algorithm for an anti-lock brake system is proposed. The method used is based on the static-state feedback of the longitudinal slip and does not involve controller scheduling with changing vehicle speed or road adhesion coefficient estimation.

1.3 Paper contributions

Based on the idea in [8], here the authors would like to present preliminary research results on the active braking system with the aim of preventing the vehicle rollover phenomenon. Hence this paper contributes the following elements:

- The active braking system is designed based on the control signal being the yaw moment control, which is generated by the difference in braking force at 4 wheels. This allows the controller to be synthesized more easily than when considering the braking force at each wheel.

- The grid-based LPV approach is used to synthesize the $H_\infty$/LPV controller self-scheduled by two varying parameters: the forward velocity and the normalized load transfer at the rear axle. The parameter dependent weighting function for the lateral acceleration is used in order to allow for the vehicle performance adaptation to the risk of rollover.

The paper is organised as follows: Section 2 presents the yaw-roll model of a single unit heavy vehicle. Section 3 develops the $H_\infty$/LPV control synthesis for an active
braking system to prevent rollover. Section 4 introduces the grid-based LPV approach. Section 5 presents some simulation results in the frequency domain. Finally, some conclusions are drawn in section 6.

2. VEHICLE MODELING

The yaw-roll model of a single unit heavy vehicle for studying the active anti-roll bar system is presented in [9]. Here, this model is suitably modified for the active braking system by using the yaw moment control $M_z$ as shown in Fig 2 [10]. The parameters and variables of the yaw-roll model are detailed in Table 1. The motion differential equations are formalized as follows:

\[
\begin{align*}
\dot{\beta} + \dot{\psi} + m_h \dot{\phi} &= F_{yf} + F_{yr} \\
-I_{xc} \dot{\phi} + I_{xz} \dot{\psi} &= F_{zf} I_z - F_{yr} I_r + M_z \\
(I_{xc} + m_h^2) \dot{\phi} - I_{xz} \dot{\psi} &= m_h g \dot{\phi} + m_h v (\dot{\beta} + \dot{\psi}) - k_f (\phi - \phi_{df}) - b_f (\phi - \phi_{df}) + M_{ARf} \\
&- k_s (\phi - \phi_{sr}) - b_s (\phi - \phi_{sr}) + M_{ARy} \\
-rF_{yf} &= m_{af} v (r - h_{af}) (\dot{\beta} + \dot{\psi}) + m_{af} g h_a f \phi_{af} - k_{af} \phi_{af} + k_f (\phi - \phi_{af}) + b_f (\phi - \phi_{af}) + M_{ARf} \\
rF_{yr} &= m_{ar} v (r - h_{ar}) (\dot{\beta} + \dot{\psi}) - m_{ar} g h_{ar} \phi_{ar} - k_{ar} \phi_{ar} + k_f (\phi - \phi_{ar}) + b_f (\phi - \phi_{ar}) + M_{ARy}
\end{align*}
\]

where $F_{yf,r}$ are the lateral tyre forces and $M_{ARf,r}$ the moments of the passive anti-roll bar system impact the un-sprung and sprung masses at the two axles [10].

The yaw moment control $M_z$ generated by the active braking system. The driving throttle is constant during a lateral manoeuvre and the forward velocity depends only on the brake forces at the four wheels ($F_b$). The differential equation of the forward velocity is:

\[
mv = -4F_b
\]
The motion differential equations (1)-(2) can be rewritten in the LPV state-space representation with the forward velocity as the varying parameter \((\rho_1 = v)\) as follows:

\[
\dot{x} = A(\rho_1)x + B(\rho_1)w + B_s(\rho_1)u
\]

with the state vector

\[
x = \begin{bmatrix} \beta & \psi & \phi & \phi_{of} & \phi_{or} & v \end{bmatrix}^T
\]

and the control input

\[
u = \begin{bmatrix} M_z \end{bmatrix}^T.
\]

### Table 1: Variables and Parameters of the yaw-roll model [8].

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_s)</td>
<td>Sprung mass</td>
<td>12487</td>
<td>kg</td>
</tr>
<tr>
<td>(m_{uf})</td>
<td>Unsprung mass on the front axle</td>
<td>706</td>
<td>kg</td>
</tr>
<tr>
<td>(m_{ur})</td>
<td>Unsprung mass on the rear axle</td>
<td>1000</td>
<td>kg</td>
</tr>
<tr>
<td>(m)</td>
<td>The total vehicle mass</td>
<td>14193</td>
<td>kg</td>
</tr>
<tr>
<td>(v)</td>
<td>Forward velocity</td>
<td>-</td>
<td>km/h</td>
</tr>
<tr>
<td>(v_{wi})</td>
<td>Components of the forward velocity</td>
<td>-</td>
<td>km/h</td>
</tr>
<tr>
<td>(h)</td>
<td>Height of CG of sprung mass from roll axis</td>
<td>1.15</td>
<td>m</td>
</tr>
<tr>
<td>(h_{ui})</td>
<td>Height of CG of unsprung mass from ground</td>
<td>0.53</td>
<td>m</td>
</tr>
<tr>
<td>(r)</td>
<td>Height of roll axis from ground</td>
<td>0.83</td>
<td>m</td>
</tr>
<tr>
<td>(a_t)</td>
<td>Lateral acceleration</td>
<td>-</td>
<td>m/s²</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Side-slip angle at center of mass</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>(\psi)</td>
<td>Heading angle</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>(\psi)</td>
<td>Yaw rate</td>
<td>-</td>
<td>rad/s</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Side slip angle</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>(\phi)</td>
<td>Sprung mass roll angle</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>(\phi_{or})</td>
<td>Unsprung mass roll angle</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>(\delta_t)</td>
<td>Steering angle</td>
<td>-</td>
<td>rad</td>
</tr>
<tr>
<td>(C_f)</td>
<td>Tire cornering stiffness on the front axle</td>
<td>582</td>
<td>kN/rad</td>
</tr>
<tr>
<td>(C_r)</td>
<td>Tire cornering stiffness on the rear axle</td>
<td>783</td>
<td>kN/rad</td>
</tr>
<tr>
<td>(k_f)</td>
<td>Suspension roll stiffness on the front axle</td>
<td>380</td>
<td>kNm/rad</td>
</tr>
<tr>
<td>(k_r)</td>
<td>Suspension roll stiffness on the rear axle</td>
<td>684</td>
<td>kNm/rad</td>
</tr>
<tr>
<td>(b_f)</td>
<td>Suspension roll damping on the front axle</td>
<td>100</td>
<td>kN/rad</td>
</tr>
<tr>
<td>(b_r)</td>
<td>Suspension roll damping on the rear axle</td>
<td>100</td>
<td>kN/rad</td>
</tr>
<tr>
<td>(k_{of})</td>
<td>Tire roll stiffness on the front axle</td>
<td>2060</td>
<td>kNm/rad</td>
</tr>
<tr>
<td>(k_{or})</td>
<td>Tire roll stiffness on the rear axle</td>
<td>3337</td>
<td>kNm/rad</td>
</tr>
<tr>
<td>(I_{sx})</td>
<td>Roll moment of inertia of sprung mass</td>
<td>24201</td>
<td>kgm²</td>
</tr>
<tr>
<td>(I_{sz})</td>
<td>Yaw-roll product of inertial of sprung mass</td>
<td>4200</td>
<td>kgm²</td>
</tr>
<tr>
<td>(I_{uz})</td>
<td>Yaw moment of inertia of sprung mass</td>
<td>34917</td>
<td>kgm²</td>
</tr>
<tr>
<td>(l_f)</td>
<td>Length of the front axle from the CG</td>
<td>1.95</td>
<td>m</td>
</tr>
<tr>
<td>(l_r)</td>
<td>Length of the rear axle from the CG</td>
<td>1.54</td>
<td>m</td>
</tr>
<tr>
<td>(l_w)</td>
<td>Half of the vehicle width</td>
<td>0.93</td>
<td>m</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Road adhesion coefficient</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

3. THE H∞/LPV SYNTHESIS FOR AN ACTIVE BRAKING SYSTEM

3.1. The H∞/LPV control design

In this section, the H∞/LPV control design is presented for the active braking system in heavy vehicles to prevent rollover in emergency situations. In Fig 3 the H∞/LPV control structure includes the nominal model \(G(\rho_1)\), the controller \(K(\rho_1, \rho_2)\), the performance output \(z\), the control input \(u\), the measured output \(y\), and the measurement
noise $n$. $\delta_f$ is the steering angle (disturbance signal), set by the driver. The measured output is $y = [a_y, \phi]$. The input scaling weight $W_\delta$, chosen as $W_\delta = 0.02$. The weighting functions $W_{n1}$ and $W_{n2}$ are selected as: $W_{n1} = W_{n2} = 0.02$, which accounts for small sensor noise models in the control design.

![Fig. 3 Closed-loop interconnection structure of the active braking system.](image)

The parameter dependent weighting function $W_z$ represents the performance output and is chosen as $W_z = \text{diag} \left[ \frac{\tau_2 \tau_3}{\tau_3 + \tau_4}, \frac{\zeta_3}{\tau_3 + \tau_4}, \frac{\zeta_4}{\tau_3 + \tau_4} \right]$. The purpose of this weighting function is to keep the yaw moment $M_z$ and the lateral acceleration $a_y$ as small as possible over the desired frequency range to over $4 \text{ rad/s}$, which represents the limited bandwidth of the driver [8,11]. The varying parameter is defined as $\rho_2 = f(|Rr|)$.

### 3.2. The solution of the $H_\infty$/LPV control problem

According to Fig 3, the concatenation of the nonlinear model (3) with the performance weighting functions has a partitioned representation in the following form:

$$
\begin{align*}
\begin{bmatrix}
\dot{x}(t) \\
\dot{z}(t) \\
\dot{y}(t)
\end{bmatrix} &=
\begin{bmatrix}
A(\rho) & B_1(\rho) & B_2(\rho) \\
C_1(\rho) & D_{11}(\rho) & D_{12}(\rho) \\
C_2(\rho) & D_{21}(\rho) & D_{22}(\rho)
\end{bmatrix}
\begin{bmatrix}
x(t) \\
w(t) \\
u(t)
\end{bmatrix}
\end{align*}
$$

(4)

where the exogenous input $w(t) = [\delta_f, n]$, the control input $u(t) = [M_z]$, the measured output vector $y = [a_y, \phi]$ and the performance output vector $z(t) = [M_z a_y]^T$.

The LPV model of the active braking system (4) uses the varying parameters $\rho = [\rho_1; \rho_2]$, which are known in real time. The parameter $\rho_1 = v$ is measured directly, while the parameter $\rho_2 = f(|Rr|)$ can be calculated by using the measured roll angle of the unsprung mass at the rear axle $\phi_w$.

### 4. THE GRID-BASED LPV APPROACH

The LPV system in the equation (10) is conceptually represented by a state-space system $S(\rho)$ that depends on a time varying parameter vector $\rho \in P_\rho$. A grid-based LPV model of this system is a collection of linearizations on a gridded domain of parameter values [12]. For general LPV systems, this conceptual representation requires storing the state-space system at an infinite number of points in the domain of $\rho$. For each grid point $\tilde{\rho}$, there is a corresponding LTI system $(A(\tilde{\rho}), B(\tilde{\rho}), C(\tilde{\rho}), D(\tilde{\rho}))$, which
describes the dynamics of $S(\hat{\rho}_k)$ when $\hat{\rho}_k$ is held constant. It is worth noting that $\hat{\rho}_k$ represents a constant vector corresponding to the $k^{th}$ grid point, while $\rho_i$ is later used to denote the $i^{th}$ element of the vector $\rho$. All the linearized systems on the grid have identical inputs $u$, outputs $y$ and state vectors $x$. Together they form an LPV system approximation of $S(\rho)$ [13], [14].

The grid-based LPV approach is pictorially represented in Fig 4, with the example of such a system that depends on two parameters ($\rho_1$, $\rho_2$). The grid-based LPV approach approximates this conceptual representation by storing the LPV system as a state-space array defined on a finite, gridded domain. In this paper, we use the grid-based LPV approach and the LPVTools™ presented in [15] to synthesize the $H_{\infty}$/LPV active braking control system. It requires a gridded parameter space for the two varying parameters $\rho = [\rho_1, \rho_2]$.

The $H_{\infty}$ controllers are synthesized for 10 grid points of the forward velocity in the range $\rho_1 = v \in [40 \text{ km/h}; 130 \text{ km/h}]$ and 5 grid points of the normalized load transfer at the rear axle in a range $\rho_2 = f(\mid R_r \mid) = [0; 1]$. The grid points and the LPV controller synthesis using LPVTools™ are expressed by the following commands:

\[
rho1 = pgrid('rho1', linspace(40/3.6,130/3.6,10));
\]
\[
rho2 = pgrid('rho2', linspace(0,1,5));
\]
\[
[Klpv,normlpv] = lpvsyn(H,nmeas,ncont).
\]

5. SIMULATION RESULTS ANALYSIS

The parameters of the yaw-roll model of a single unit heavy vehicle are detailed in Table 1. To evaluate the effectiveness of the active braking system on the prevention of vehicle rollover in the frequency domain, the two following cases will be considered as:

- **1st case**: the varying parameters $\rho_1 = v$ varies from 40 km/h to 130 km/h and $\rho_2 = 0.8$;
- **2nd case**: the varying parameters $\rho_2 = [0, 0.8, 1]$ varies and $\rho_1 = v = 80 \text{ km/h}$.

5.1 1st case: the varying parameters $\rho_1 = v$ varies from 40 km/h to 130 km/h and $\rho_2 = 0.8$

Vehicle rollover often occurs when the forward velocity is higher than 60 km/h. Therefore, in this case, the authors consider the varying parameter of the forward velocity $\rho_1 = v$ from 40 km/h to 130 km/h, while the varying parameter $\rho_2$ is kept constant at 0.8.
The objective of the $H_\infty$/LPV active braking control design is to prevent the vehicle rollover in an emergency situation with the considered frequency range to over 4 rad/s. Fig 5 shows the transfer function magnitude of (a) the lateral acceleration $\frac{a_L}{\delta_f}$, (b) the yaw moment $\frac{M_L}{\delta_f}$, (c, d) the normalized load transfers $\frac{R_{f/L}}{\delta_f}$ at the two axles. We can see that the $H_\infty$/LPV active braking control system reduces significantly the lateral acceleration and the normalized load transfers in the specified frequency range. By penalizing the lateral acceleration, the lateral tyre forces are reduced, therefore the normalized load transfers are also reduced.

**5.2 2nd case: the varying parameters $\rho_2=\{0, 0.8, 1\}$ varies and $\rho_1=v=80 \text{ km/h}$.**

In this case, the forward velocity is kept constant at $\rho_1=v=80 \text{ km/h}$, while the varying parameter $\rho_2$ is surveyed at the three values: $\rho_2=0$, $\rho_2=0.8$, $\rho_2=1.0$. Fig 6 shows the simulation results in the frequency domain of the lateral acceleration, the yaw moment, as well as the normalized load transfers at the two axles. They show clearly the effect of the varying parameter $\rho_2$ to prevent vehicle rollover in the frequency range to over 4 rad/s. When the varying parameter $\rho_2$ increases, the lateral acceleration and the normalized load transfers at the two axles decrease, which means that the active braking system can adapt to the rollover situation by increasing $\rho_2$. The reduction of the transfer function magnitude of the lateral acceleration and of the normalized load transfers when $\rho_2=\{0, 0.8, 1\}$, compared to the passive anti-roll bar, is summarized in Table 2.
Fig. 6 2\textsuperscript{nd} case: transfer function magnitude of (a) the lateral acceleration $\frac{a_y}{\delta_f}$, (b) the yaw moment $\frac{M_z}{\delta_f}$, (c, d) the normalized load transfers $\frac{R_f}{\delta_f}$ at the two axles.

Table 2: Reduction of the magnitude of the transfer functions compared to the passive anti-roll bar system.

<table>
<thead>
<tr>
<th>Transfer functions</th>
<th>$\rho_2 = 0$</th>
<th>$\rho_2 = 0.8$</th>
<th>$\rho_2 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{a_y}{\delta_f}$</td>
<td>0</td>
<td>16 dB</td>
<td>18 dB</td>
</tr>
<tr>
<td>$\frac{R_f}{\delta_f}$</td>
<td>0</td>
<td>9 dB</td>
<td>10 dB</td>
</tr>
<tr>
<td>$\frac{R_r}{\delta_f}$</td>
<td>0</td>
<td>25 dB</td>
<td>34 dB</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

This paper proposes the first preliminary results on the combination of the active braking system and the passive anti-roll bar system for a single unit heavy vehicle. The grid-based LPV approach is used to synthesize the $H_\infty$/LPV active braking controller, which is self-scheduled by two varying parameters. The parameter dependent weighting function for the lateral acceleration is used in order to allow for the vehicle performance adaptation to the risk of rollover. The simulation results in the frequency domain emphasize the efficiency of the proposed methodology.

In normal situations the active braking system is in "off" mode, but when the normalized load transfer at the rear axle reaches its limit, the active braking system will be activated, thus improving the vehicle behaviour. Hence in the future, a braking monitor will be needed in order that the $H_\infty$/LPV active braking control system will
satisfy simultaneously the two objectives, which are the prevention of vehicle rollover and the increased stability at the smooth switching points.
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ABSTRACT

Control of semi-active suspension system for vertical dynamics of automobiles plays a vital role in guaranteeing comfort and safety for the on-board passengers. The seemingly simple task of control poses to be daunting under the presence of multiple nonlinearities, physical constraints and specification over objective satisfaction of the system and thereby, it is of paramount importance to account for these issues during control system design for better efficiency and prolonged endurance of the suspension system. Amongst the existing several control methodologies, predictive control techniques serves as a promising approach in dealing with the aforementioned issues. In this paper, we present several nonlinear model predictive control (NMPC) schemes and a detailed performance analysis of the methods. The incorporated NMPC schemes are the direct methods – single shooting, multiple shooting and collocation methods. The different methods were tested in simulation under MATLAB environment.

Keywords: Vehicle dynamics, Non-linear model predictive control, Suspension systems, Optimal control

1. INTRODUCTION

In the recent years, study on advanced control methods for automotive systems has gained a huge momentum and most of the automotive industries has embarked in research and development and implementation of better control algorithms for improved passenger comfort and safety and as well as vehicle’s performance in terms of energy efficiency, pollution reduction etc. This sudden surge in interest is partly in response to the advent of autonomous vehicles and it has also been the key driving factor for automotive companies to strive for optimal performance. Conditioned upon the aforementioned requirements both objectively and subjectively, optimal control methods fares much better than other control methods due to the systematic approach embodied in its design to tackle the above issues. In order to implement optimal control in practice, model predictive control (MPC) formulation of the optimal control problem (OCP) provides the necessary feedback control framework to work seamlessly in real-time and real-world. The crux of the MPC scheme is the receding horizon method, where an OCP is solved online at every sampling instant. Despite the enormous benefits of the method, one of the major downside is the computational requirements for solving the underlying optimization problem of the OCP at every sampling period. However, given the exponential growth of computational power and easy/cheap availability of computing resources, the chasm between the two is closing in and the method seems promising in the near future.

The main ingredients of the MPC problem are a) the objective function, b) system constraints and c) the system dynamics [1] and when any of the ingredients induce any nonlinearity, the problem is known as nonlinear MPC (NMPC). In general, the NMPC problem can be solved in three prongs which are a) Direct methods (discretize then optimize), b) Indirect methods (optimize then discretize) and c) Dynamic programming [2]. This paper utilizes the direct methods approach, however irrespect-
ive of the method adopted the problem requires a nonlinear programming (NLP) solver to deduce the optimal solution for the NMPC problem. The direct methods can be broadly classified as single shooting, multiple shooting and collocation methods. Despite the fact that all the three methods solve the same problem, the solutions sought varies due to the difference in the problem formulation. The NLP solver that yields the solution might return different local minima solution for different cases. Under special case of convex problems, the solution of all the methods tends to be the same. In this paper, the subject of focus is on a comparative study on NMPC direct methods for control of semi-active suspension system for a quarter car model. The nonlinearity is induced due to the inherent dissipativity characteristics of the semi-active damper system [3],[4].

The paper is organized as follows. Section 2 describes the mathematical model of the quarter car model equipped with semi-active suspension system. Section 3 and Section 4 details the NMPC design requirements and direct methods formulation. Section 5 expounds the simulation results obtained and finally, the paper is concluded with conclusions and future works in Section 6.

2. MATHEMATICAL MODELLING

The quarter-car model system equipped with semi-active suspension system shown in Fig.1 are given by the following set of equations

\[
\begin{align*}
    m_s \ddot{z}_s &= -k_s (z_s - z_{us}) - F \\
    m_{us} \ddot{z}_{us} &= k_s (z_s - z_{us}) + F - k_t (z_{us} - z_r) \\
    F &= f_c \tanh(a_1 \dot{z}_{def} + a_2 z_{def}) u + c_{nom} \dot{z}_{def} + k_{nom} z_{def}
\end{align*}
\]

(1)

Where, \(m_s, m_{us}, k_s, k_t\) are the sprung mass, unsprung mass, stiffness coefficient of the suspension system and stiffness coefficient of the tyre respectively. \(z_s, z_{us}, z_r, \dot{z}_{def} = \dot{z}_s - \dot{z}_{us}, z_{def} = z_s - z_{us}\) are the chassis mass displacement, unsprung mass displacement, road profile displacement, deflection velocity and displacement between the chassis and the tyre respectively. The force exerted due to the suspension system is given by the Guo’s [5] nonlinear equation \(F\) with \(f_c, a_1, a_2, c_{nom}, k_{nom}\) the appropriate parameters for the force model. The input for the system is \(u\), which is the PWM duty cycle (DC) signal that drives the damper system. The nonlinear dynamics of the system is compactly expressed with \(\dot{x} = f(x, u, w)\), where \(x = [z_s, z_{us}, \dot{z}_s, \dot{z}_{us}]^T\), \(w = z_r\) the road disturbance acting on the system and \(u\) is the PWM-DC signal.

![Fig.1 The quarter-car model](image-url)
The parameters for the mathematical model are utilized from the INOVE test platform. The INOVE test platform [6], shown in Fig.2 is a 1:5-scaled baja style racing car which consists of 4 controllable Electro-Rheological (ER) dampers and 4 DC motors to generate different road profiles for each wheel corner. The numerical values of the parameter are listed in the reference herein [3].

![Fig. 2 INOVE test platform](image)

3. NMPC DESIGN REQUIREMENTS

3.1 Objective requirements

In this paper, the chosen objective design for the semi-active suspension pertains to comfort objective. The prime goal of the comfort based objective design is to minimize the vertical acceleration of the chassis [7] i.e. $\ddot{z}_s$. For a given look ahead period $T_l$, the objective is defined with

$$J_{\text{com}}(x(t), u(t)) = \int_0^{T_l} l(x(t), u(t), t) dt$$

(2)

Where, $l(x(t), u(t), t) = (\ddot{z}_s(t))^2$ which is obtained from equation (1).

3.2 Constraint requirements

The constraints incorporated into NMPC problem are:

- Semi-active damper input constraint: Minimum and maximum saturation force of the semi-active damper system i.e. $|F| \leq F_{\text{max}}$.
- State constraint: Minimum and maximum stroke displacement of the suspension system i.e. $|z_{\text{def}}| \leq z_{\text{max}}$.
- PWM-DC input constraint: The PWM-DC input $u$ is constrained in the set $u \in [u_{\text{min}}, u_{\text{max}}]$.
- Road disturbance: The road profile is treated constant over the horizon i.e. $\dot{z}_r = 0$. This can be appended as an additional state variable and the augmented dynamics of the system can be expressed with $\dot{\bar{x}} = f(\bar{x}, u)$, where $\bar{x} = [z_s, z_{\text{us}}, \dot{z}_s, \dot{z}_{\text{us}}, z_r]^T$.

The list of constraints can be compactly expressed with $h(\bar{x}, u) \leq 0$, which is the mixed nonlinear input and state constraints of the system. Thus, given the objective and the constraints of the system, the OCP to be solved at every time instant with initial condition $\bar{x}(0)$ for the NMPC problem is defined with
The OCP of the NMPC scheme (3) leads to an infinite dimensional problem and it is cumbersome and in most cases it is impractical to implement. The direct methods, transcribes the problem into a finite dimensional problem, which yields an approximate solution to (3) by virtue of NLP solvers. In order to set the transcription procedure, the following assumptions are taken into consideration [8]:

4.1 Assumptions

- The input \( u(t), \forall t \in [0, T_l] \) is finitely parameterized by piecewise constant vector \( U \) at an integer multiple of the sampling period \( T_s \) over the horizon. With this representation, the input can be expressed with \( u(t) = \mu(t, U) \), which is a piecewise continuous input signal.

- The dynamics (defined by the ODE in (3)) of the system is numerically simulated for the given input signal \( u(t) = \mu(t, U) \), which is compactly expressed with \( \ddot{x}(t) = \phi(t; U, \dot{x}(0)) \), which is evaluated at \( N \) discrete time instants \( T_d = \{t_1, t_2, ..., t_N\} \subset [0, T_l] \). The time stamps \( T_d \) typically corresponds to the integer multiple of the sampling period and it is utilized to discretize the dynamics, objective function and the constraint functions listed in (3). The ODE solver utilized in this paper is a 4th order Runge-Kutta (RK) solver. With the aforementioned assumptions, the generic NLP framework for the direct method is expressed with

\[
\begin{align*}
\min_{w} F(w) \\
\text{subject to:} \\
G(\dot{x}_0, w) &= 0 \\
H(w) &\leq 0
\end{align*}
\]

(4)

Where, \( w \) is the optimization variable which depends upon the direct method formulation utilized.

Remark 1. The ODE solver mentioned in the assumption is to be considered as a computer code and not in terms of algebraic equations. The ODE solver is a simulator which takes the numerical input trajectory \( u(t) = \mu(t, U) \) and outputs the numerical state trajectory which is utilized in the objective and constraint functions for the NLP problem mentioned in (4). Thus, the objective and the constraint functions is embedded with the ODE solver code and is ought to be deemed as computer codes (function code). Under conditions of twice differentiability of all the functions (codes) listed in (3), the Jacobians and Hessians for the NLP solver are numerically obtained by methods such as finite differences, algorithmic differentiation etc. [9] (also known as oracles in optimization parlance) and this information aids the optimization
procedure. Thanks to MATLAB’s “fmincon” routine which automatically computes the derivatives from the objective and constraint functions.

4.2 Direct single shooting
The direct single shooting method also known as sequential method eliminates the dynamics equality constraint in (3) by forward simulation and thus, removing the state variables from the OCP NMPC problem. This reduces the optimization problem only to the input variables $U$, which is obtained from the following NLP problem.

$$\begin{align*}
\min_{U} & \sum_{k=1}^{N} l(\phi(t_k; U, \tilde{x}(0)), \mu(t_k, U))(t_k - t_{k-1}) \\
\text{subject to :} & \quad h(\phi(t_k; U, \tilde{x}(0)), \mu(t_k, U)) \leq 0, \quad t_k \in T_d
\end{align*}$$

The objective is discretized by means of Riemann sum at time stamps $T_d$. The states are replaced with the ODE simulator evaluated at these time stamps in the objective as well as the constraints. The optimal solution $U^*$ obtained from (5) and the first input $U^*(0)$ is injected into the system and the process is repeated in receding horizon manner.

4.3 Direct multiple shooting
The direct multiple shooting method also known as simultaneous method retains the state variables as optimization variables and this increases the number of decision variables in the optimization formulation in (3). The ODE solver simulates the system over multiple time intervals i.e. $[t_{k-1}, t_k], \forall k = \{1, 2, ..., N\}$ simultaneously and the final state value $\tilde{x}(t_k)$ for the simulation in each interval $[t_{k-1}, t_k]$ is stipulated to obey the dynamics of the system, which is enforced by equality constraints. The NLP optimization problem is formulated as

$$\begin{align*}
\min_{U, \tilde{x}(t_1), \tilde{x}(t_2), ..., \tilde{x}(t_N)} & \sum_{k=1}^{N} l(\tilde{x}(t_k), \mu(t_k, U))(t_k - t_{k-1}) \\
\text{subject to :} & \quad h(\tilde{x}(t_k), \mu(t_k, U)) \leq 0, \quad t_k \in T_d \\
& \quad \tilde{x}(t_{k+1}) - \phi(t_k; U, \tilde{x}(t_k)) = 0, t_k \in T_d \\
& \quad \tilde{x}(t_0) = \tilde{x}(0)
\end{align*}$$

The optimal solution for the above optimization problem yields both the optimal state trajectory and optimal input sequence. As per the standard receding horizon policy, the first input $U^*(0)$ is applied to the system and repeated in the future. The benefits of utilizing direct multiple shooting methods include a) Better simulator stability with unstable system, b) Parallelizability of ODE simulation, c) Structural properties of the Hessian matrices aid the optimization routine. However the flip side is that the optimization is carried out over an increased number of variables and a good initialization for the NLP solver is required for faster convergence to the optimal/sub-optimal solution (this can be ameliorated by warm start procedure).

4.4 Direct collocation
Direct collocation methods are extension to the simultaneous methods, where the ODE simulator is expunged from the multiple shooting formulation (6) and is replaced with
algebraic equality constraints enforced at the collocation points. The optimization problem is expressed with

\[
\begin{align*}
\min_{u, \bar{x}(t_1), \bar{x}(t_2),...\bar{x}(t_N)} & \quad \sum_{k=1}^{N} l(\bar{x}(t_k), \mu(t_k, U))(t_k - t_{k-1}) \\
\text{subject to :} & \quad h(\bar{x}(t_k), \mu(t_k, U)) \leq 0, \ t_k \in T_d \\
& \quad \Psi(\bar{x}(t_{k+1}), \bar{x}(t_k), \mu(t_k, U)) = 0, \ k = 0, ..., N - 1 \\
& \quad \bar{x}(t_0) = \bar{x}(0)
\end{align*}
\]

(7)

The fundamental difference between (6) and (7) is \(\Psi\) (Implicit solver), which satisfies the dynamics of the system at the collocation points. Direct collocation methods are typically suited for stiff systems and implicit RK methods are popularly adopted in optimal control literature. This introduces additional algebraic variables which are casted as equality constraints in (7). In this paper, vis-à-vis to the system considered, trapezoid collocation method is utilized to enforce the dynamics constraints at the collocation points.

5. SIMULATION RESULTS

The NMPC methods were implemented in MATLAB environment and NLP solver utilized was the “fmincon” routine. The sampling period \(T_s\) was chosen to be 5ms and the look ahead period \(T_l\) as 15ms. The input parameterization \(U\) was chosen to be a constant signal over the horizon. The “fmincon” solver was set to sequential quadratic programming (SQP) mode with maximum number of Newton iteration as 3. The road profile utilized was a chirp signal with an amplitude of 2.5mm and a frequency sweep from 1Hz to 8Hz for a duration of 25s.

Fig. 3  PWM duty cycle input

Fig.3 displays the PWM-DC computed from the NMPC methods. Clearly, it is evident that the input profiles are not the same for the methods due to the difference in the problem formulation.
Fig. 4  Chassis acceleration $\ddot{z}_s$

Fig.4 displays the chassis acceleration for the system. From the plot is evident that the solution for the single shooting, multiple shooting and collocation method are nearly equal in performance, however the collocation method tends to have a better greater RMS value in comparison with the other two methods. However, this is subjected to choice of the collocation method utilized in the problem formulation. The RMS values of the acceleration is listed in the table Table I. The dissipativity constraints are illustrated in Fig.5.

<table>
<thead>
<tr>
<th>NMPC method</th>
<th>RMS value (m/s²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single shooting</td>
<td>6.9020</td>
</tr>
<tr>
<td>Multiple shooting</td>
<td>6.8808</td>
</tr>
<tr>
<td>Collocation</td>
<td>6.9685</td>
</tr>
</tbody>
</table>

Table I  Chassis acceleration RMS values

Fig. 5  Dissipativity constraint
6. CONCLUSION AND FUTURE WORKS

In this work, a comparative simulation study is conducted on the different popular NMPC methods and its integration with a quarter car model equipped with semi-active suspension system. The work is conducted in the spirit of learning, exploring and investigating different NMPC methods and its suitability for automotive systems. In the future works, real-time implementation of the above methods are to be conducted to validate the real-time feasibility and viability in the INOVE test platform at GIPSA-lab, Grenoble.
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ABSTRACT
This paper presents a multi-objective velocity control scheme for electric urban public transport buses. An efficient public transport system shall balance between multiple conflicting objectives. This work focuses on two of these: timetable adherence and energy efficiency. For timetable adherence a discrete-time model is given for longitudinal bus dynamics. Then, an energy consumption model is formulated for electric public transport vehicles. The model discusses the share of resistances and the effect of recuperation. The proposed control algorithm estimates an optimal velocity profile towards the next bus stop using a distributed, shrinking horizon model predictive controller (MPC). Due to the piecewise nature of the energy consumption model, the optimization employs some heuristic search algorithms. Simulation results show that considering energy efficiency as a control objective results in smoother decelerations towards the desired bus stop.

Keywords: Public transport, Velocity control, Energy consumption

1. INTRODUCTION
Electrification of public transport buses poses as an attractive choice to minimize air pollution in cities. Electric vehicles release no local emissions, are quieter, more energy efficient and simpler, which can lead to less maintenance. Battery capacity and efficient charging are the main bottlenecks in the spread of electric public transport buses. Using them energy efficiently is vital. Eco-cruise control techniques are intensively researched: look ahead strategies are proposed to enhance energy efficiency of vehicles in [1], [2], [3]. Operating a public transport vehicle on its designated lane punctually is a fundamental demand from both the public and the service provider. There are two prominent control methods: velocity control [4] and holding [5]. With the emergence of highly automated and autonomous vehicles accurate velocity control can be achieved. This means the energy consumption of these vehicles can be significantly reduced with careful planning. The proposed shrinking horizon model predictive control algorithm selects an optimal trajectory of an electrified public transport vehicle between two stops, considering a prescribed timetable and the total energy consumed. The remainder of the paper is as follows. In the system modeling two models are proposed: i) a bus following model that describes the longitudinal motion of the bus and ii) a physical based energy consumption model. Both models are extended for a short time horizon and fit into a single objective function. In Section 3, the proposed control algorithm is tested via simulations under static conditions. Finally, Section 4 concludes the findings of this paper.

2. SYSTEM MODELLING
The proposed bus velocity control algorithm creates an optimal trajectory within a predefined prediction horizon, considering the schedule and the total energy
consumed. To this end, two models are formulated. First, the longitudinal movement of a bus describing operations on a line is derived. The model is augmented with a reference trajectory based on an idealized schedule. Then, the shrinking horizon model predictive scheme is introduced. Next, an energy consumption model, based on the longitudinal velocity and acceleration of the vehicle is introduced, considering regenerative braking. This model is then fit into model predictive framework, resulting in a more realistic approach for penalizing control input, albeit turning the cost function into a piecewise-linear one.

2.1 Longitudinal bus following model

Public transport buses operate on a predefined route. The longitudinal movement along the route is characterized by the following discrete-time model:

\[
\begin{align*}
    x(k+1) &= x(k) + v(k) \Delta t, \\
    v(k+1) &= v(k) + a(k) \Delta t, \\
    a(k) &= \frac{1}{\tau} (v_{des}(k) - v(k)),
\end{align*}
\]

where position \(x(k+1)\) and velocity \(v(k+1)\) denote the states over the period \([k \Delta t, (k+1) \Delta t]\) with discrete time step index \(k\) and sampling time \(\Delta t\). \(v_{des}(k)\) is the desired velocity (velocity setpoint) at time step \(k\). \(\tau\) is a model parameter capturing the sensitivity of vehicles to the change of their desired velocity. According to \([6]\) it shall be calibrated between \(1.25\) and \(2.5\). Too small values would result in unrealistic acceleration or deceleration towards the desired velocity. The proposed model can be rewritten into state-space form

\[
\begin{align*}
    x(k+1) &= A x(k) + B u(k),
\end{align*}
\]

with \(\tau\) being the controlled variable:

\[
\begin{align*}
    \begin{bmatrix} v(k+1) \\ x(k+1) \end{bmatrix} &= \begin{bmatrix} 1 - \frac{\Delta t}{\tau} & 0 \\ \Delta t \tau & 1 \end{bmatrix} \begin{bmatrix} v(k) \\ x(k) \end{bmatrix} + \begin{bmatrix} \frac{\Delta t}{\tau} \\ 0 \end{bmatrix} v_{des}(k).
\end{align*}
\]

Timetable tracking is incorporated into the model via an additional error term \(z_{tt}(k+1) = CX(k) + r(k)\).

\[
\begin{align*}
    z_{tt}(k+1) &= [0 -1] \begin{bmatrix} v(k) \\ x(k) \end{bmatrix} + x_{ref}(k),
\end{align*}
\]

where \(x_{ref}(k)\) is an idealized reference trajectory based on the timetable of the bus. The timetable is a set of points in the time-space diagram (i.e. the bus shall be at a given stop at a given time). The reference trajectory (in time-space) between each stop is a straight line, however, these intermittent points are not used by the controller.

The control-oriented model is used as basis of a shrinking horizon model predictive controller. The goal of the controller is calculating an optimal velocity profile along its route in an energy efficient way.

2.2 Timetable tracking cost function

The shrinking horizon MPC prediction length depends on the scheduled travel time to the next bus stop. The interval between the actual \(t_0\) and the desired arrival time to the next stop \(t_{ETA}\) is split into \(N\) equidistant time samples, see Fig. 1. In every time step the prediction horizon decreases by one. By the last time step the bus shall arrive at the
desired stop. To avoid small or even negative horizon lengths (due to lateness or being close to the stop) the horizon length is bounded by a lower bound $N_{\min} = 5$.

$$N = \min \left\{ N_{\min}, \frac{t_{END} - t_0}{\Delta t} \right\}.$$  \hspace{1cm} (6)

Next, the vehicle dynamics model in Eq. (4) and the error term in Eq. (5) are extended for $N$ horizon length.

**Fig. 1** MPC horizon length calculation

$$x(k) = AX(k) + Bu(k) = \begin{bmatrix} X(k + 1|k) \\ X(k + 2|k) \\ \vdots \\ X(k + N|k) \end{bmatrix} = \begin{bmatrix} A \\ A^2 \\ \vdots \\ A^N \end{bmatrix} \begin{bmatrix} X(k) \\ AB \\ \vdots \\ A^{N-1}B \end{bmatrix} + \begin{bmatrix} B \\ 0 \\ \vdots \\ 0 \end{bmatrix} \begin{bmatrix} u(k|k) \\ u(k + 1|k) \\ \vdots \\ u(k + N - 1|k) \end{bmatrix}, \hspace{1cm} (7)$$

$$z_{tt}(k + 1|k) = C x(k) + Dr(k) = \begin{bmatrix} \begin{bmatrix} C & 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} x(k) + \begin{bmatrix} 0 & 1 & \cdots & 0 \end{bmatrix} \begin{bmatrix} r(k|k) \\ r(k + 1|k) \\ \vdots \\ r(k + N - 1|k) \end{bmatrix} \end{bmatrix}.$$  \hspace{1cm} (8)

The cost function to be minimised in the optimisation is sought in the following quadratic form:

$$J(k) = \frac{1}{2} \left( z_{tt}(k) Q z_{tt}(k) + u(k) R u(k) \right), \hspace{1cm} (9)$$

where $z_{tt}(k)$ is the predicted error between the actual and the reference trajectory of the bus. $u(k)$ is the control input at every time iteration. $Q$ and $R$ are weighting matrices, penalizing the deviation from the reference and the magnitude of the control input, respectively. The state vector $x(k)$ does not appear directly in the cost function.
Eq. (9). By inserting Eq. (7) into Eq. (8) and performing some algebraic reformulations, the cost function in Eq. (9) turns into:

$$ J_{tt}(k) = \frac{1}{2} u^T (B^T C^T Q C B + R) u + (X^T A^T C^T Q C B + r^T(k)D^T Q C B) u, \quad (10) $$

subject to:

$$ |z_{tt}(k + N|k)| < \varepsilon, \quad (11) $$
$$ v_{min} < v_{des}(k) < v_{max}. \quad (12) $$

Eq. (11) suggests that the bus shall be at the next bus stop (within a small \( \varepsilon \) range) by the last time step \( N \). As an additional constraint for the optimization, it is assumed that the control input is limited (Eq. (12)): the lower limit \( v_{min} = 0 \frac{km}{h} \), since negative velocity is not allowed, \( v_{max} = 50 \frac{km}{h} \) is the legal speed limit on the link.

### 2.3 Energy consumption model

Next, an energy consumption model is formulated for electric vehicles with regenerative braking. The model considers the share of resistances and the power needed to accelerate in every time step \( k \) as well as the recuperated energy during braking [7]. The power at the wheels \( P_w(k) \) consists of five terms:

$$ P_w(k) = P_r(k) + P_g(k) + P_d(k) + P_a(k) + P_b(k). \quad (13) $$

In the followings, the meaning of each loss is discussed.

- **\( P_r(k) \)** is the rolling resistance.

\[
P_r(k) = \mu \ m \ g \ cos(\theta) \ v(k), \quad (14)
\]

where \( m = 18000 \ kg \) is the total vehicle mass, \( g = 9.81 \frac{m}{s^2} \) is the gravitational constant, \( \mu = 0.01 \) is the rolling resistance factor, \( \theta \) is the road inclination and \( v(k) \) is the instantaneous velocity of the vehicle.

- **\( P_g(k) \)** is the extra power required when driving uphill or downhill.

\[
P_g(k) = m \ g \ sin(\theta) \ v(k). \quad (15)
\]

- **\( P_d(k) \)** is the power to overcome the air drag.

\[
P_d(k) = \frac{1}{2} \ c_w \ \rho \ A_f \ v^3(k), \quad (16)
\]

where \( c_w = 0.6 \) is the drag coefficient, \( \rho = 1.293 \frac{kg}{m^3} \) is the density of air and \( A_f = 8.2 \ m^2 \) is the face area of the vehicle.

- **\( P_a(k) \)** is the power to accelerate.

\[
P_a(k) = m \ v(k) \ a^+(k). \quad (17)
\]

For convenience, acceleration and deceleration are distinguished with \( a^+(k) \) and \( a^-(k) \), respectively.

- **\( P_b(k) \)** is the power regenerated during braking.

\[
P_b(k) = m \ v(k) \ a^-(k) \ \eta_{reg}, \quad (18)
\]

where \( \eta_{reg} \) is the efficiency of regenerative braking. Its value greatly varies on the intensity of braking, i.e. the usage of friction brakes.
Next, the drivetrain losses are analysed. Fig. 2. depicts the losses of an electric powertrain. The efficiency at each stage of the powertrain is summarised in Table 1.

![Sankey diagram of an electric powertrain](image)

<table>
<thead>
<tr>
<th>Efficiency</th>
<th>Efficiency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery discharge efficiency</td>
<td>$\eta_{batt}$</td>
<td>93%</td>
</tr>
<tr>
<td>Power electronics efficiency</td>
<td>$\eta_{pe}$</td>
<td>97%</td>
</tr>
<tr>
<td>Electric motor efficiency</td>
<td>$\eta_{mot}$</td>
<td>95%</td>
</tr>
<tr>
<td>Mechanical efficiency</td>
<td>$\eta_{pt}$</td>
<td>98%</td>
</tr>
<tr>
<td>Regeneration efficiency</td>
<td>$\eta_{reg}$</td>
<td>50%</td>
</tr>
</tbody>
</table>

Table 1. Powertrain efficiencies

The power to move the vehicle for time step $k$ equals:

$$P(k) = \frac{P_r(k) + P_d(k) + \tau \frac{m v^2(k)}{\tau} + P_a(k)}{\eta_{batt} \eta_{pe} \eta_{mot} \eta_{pt}} + P_b(k) \cdot \eta_{batt} \cdot \eta_{pe} \cdot \eta_{mot} \cdot \eta_{pt}.$$  \hfill (19)

The total energy consumption along the prediction horizon is $E(k) = \sum_{k=1}^{N} P(k)$.

### 2.4 Energy aware cost function

The next aim is to reformulate the model in Eq. (19) such that it can be fit into a cost function to penalize energy consumption of the vehicle along its route. In Eq. (19) only $P_a(k)$ and $P_b(k)$ are functions of the control input $v_{des}(k)$ through the acceleration as in Eq. (3). The other terms are independent from $v_{des}(k)$, they only offset the cost and can be omitted. Weighting the cost function is much easier when only the most significant terms (i.e. acceleration and deceleration) are left. Weighting the total energy consumption would work towards slowing down the bus as lower velocity means lower energy consumption. On the other hand, weighting acceleration directly penalises rapid accelerations and decelerations which is the most significant portion of energy consumption.

Let’s couple the efficiencies together as $\eta_{a} = \eta_{batt} \eta_{pe} \eta_{mot} \eta_{pt}$ and $\eta_{b} = \eta_{batt} \eta_{pe} \eta_{mot} \eta_{pt} \eta_{reg}$ and substitute Eq. (3) into Eq. (17) and Eq. (18).

$$P_a'(k) = -\frac{mv^2(k)}{\tau \eta_a} + \frac{mv(k)}{\tau \eta_a} v_{des}(k),$$ \hfill (20)

$$P_b'(k) = -\frac{\eta_{a}mv^2(k)}{\tau} + \frac{\eta_{b}mv(k)}{\tau} v_{des}(k).$$ \hfill (21)
Eq. (20) and Eq. (21) are linear functions of $v_{des}(k)$ and the independent parts can be omitted. Extending $P_a'(k)$ and $P_b'(k)$ to $N$ horizon results in the total energy consumed or regenerated as:

$$\begin{aligned}
E_a(k) &= \frac{m}{\tau \eta_a} u^T(k) S x(k), \\
E_b(k) &= \frac{m}{\tau \eta_b} u^T(k) S x(k),
\end{aligned}$$

where $S$ is a row selector matrix for the velocity $v(k)$ over the prediction horizon: $S = diag\{[1 \ 0] \ldots [1 \ 0]\}$. Note that $x(k)$ contains only the predicted velocities and not the actual one. Therefore $S$ shall be shifted left. Next, insert $x(k) = AX(k) + Bu(k)$ into Eq. (22) and Eq. (23) and introduce $K_a = \frac{m}{\tau \eta_a} S$ and $K_b = \frac{m}{\tau \eta_b} S$.

$$\begin{aligned}
E_a(k) &= u^T(k) K_a A X(k) + u^T(k) K_a B u(k), \\
E_b(k) &= u^T(k) K_b A X(k) + u^T(k) K_b B u(k).
\end{aligned}$$

The power to accelerate and the regenerated power are quadratic polynomials of the control input $u(k)$. To obtain a cost function, introduce weighting coefficients $W_a$, $W_b$, $V_a$, $V_b$.

$$\begin{aligned}
J^+(k) &= u^T(k) K_a A X(k) + X^T(k) A^T K_a^T V_a u(k), \\
J^-(k) &= u^T(k) K_b A X(k) + X^T(k) A^T K_b^T V_b u(k).
\end{aligned}$$

For the sake of simplicity, the selection between $J^+(k)$ and $J^-(k)$ is depending on the acceleration or deceleration (the relation of $v(k)$ and $v_{des}(k)$) at every iteration at time step. The piecewise quadratic cost function can be written as follows:

$$\min_u \begin{cases} 
J^+(k) & \text{if } v(k + i | k) \leq v_{des}(k + i | k) \\
J^-(k) & \text{if } v(k + i | k) > v_{des}(k + i | k)
\end{cases}, \forall i \in [1 \ldots N],$$

subject to:

$$a_{min} \leq \frac{1}{\tau} \left(v_{des}(k) - v(k)\right) \leq a_{max}.$$

The acceleration and deceleration are bounded by $a_{min}$ and $a_{max}$ to avoid physically infeasible values.

Finally, resulting cost function becomes

$$J(k) = J_{tt}(k) + J_e(k).$$

$J_e(k)$ is piecewise due to the separation of acceleration and deceleration. This turns the optimisation into a non-smooth problem which can be solved with a variety of optimisation tools, in this example sequential quadratic programming (SQP) method is chosen [8]. The free parameter in the optimization is the desired velocity of the bus.

3. SIMULATION RESULTS

The proposed control algorithm is tested from two aspects. First, the shape of a predicted trajectory is analysed from a static point in space-time. Then, the total energy saving achieved by the control algorithm is concluded.
In the first simulation the vehicle predicts 60 sec ahead, and the next stop is 450 m away. A timetable tracking strategy – where only $J_{tt}$ is considered – is compared to the energy aware control (Fig. 3.). If energy cost is not considered, the accelerations and decelerations are steeper, and the vehicle accelerates to the maximum velocity. Since the timetable is not tight, it waits with the departure from the stop. In a realistic scenario it would be highly undesirable, since the prediction does not consider future obstacles such as a traffic light or a slower vehicle ahead. This strategy shall be augmented with an additional constraint to rather wait at the next stop instead of in the previous one. If energy consumption is costed, velocity profiles become smoother, with a long coasting phase before the stop. The prediction utilizes the long time between the two stops and arrives just in time. If the vehicle is slowed down by some obstacle it still can correct the prediction in the next time step and arrive on time.

![Fig. 3 Velocity and trajectory prediction from a fixed point](image)

Taking energy consumption into account when planning the vehicle’s trajectory results in 19.8% energy saving. It is achieved by smoother accelerations and the exploitation of regenerative braking. In realistic scenarios, however, this improvement is much modest, since several disturbances act on the vehicle and it cannot exactly follow the prescribed profile. In addition, due to the nature of the MPC controller, only the first time-step is used as control input, the rest is discarded.

4. CONCLUSIONS

This paper presented a velocity control algorithm to drive public transport buses between stops in an energy efficient way. With the help of a linear bus following model and an energy consumption model for electric vehicles with regenerative braking, a model predictive controller was formulated. The energy consumption model is based on the longitudinal motion of the vehicle and considers the share of resistances and efficiencies in the drivetrain. The piecewise linear (in the control input) model leads to an objective function penalizing rapid accelerations and encouraging long coasting phases.
before coming to a stop. Simulation results suggest that significant energy saving can be achieved by planning the trajectory of the vehicle ahead.
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ABSTRACT

In this paper we deal with an overtaking and lane change strategy for autonomous vehicles. The algorithm is divided into two main layers. The upper layer is responsible for the decision making (e.g. lane changing). Before decision-making we predict the motion of other participants and divide the road into discrete sets in each interval, then we compute the probability of occupancy. Considering the state of the motion of ego vehicle we can compute the probability of collision. After assigning a graph points to discrete elements, the probability of collision is ordered to the graph edges, then we determine the route with the smallest cost. The decision-making algorithm is not able to control the vehicle, so it is necessary to design a traceable trajectory for the vehicle. Since we have a series of points to be reached for the future, this can be used as a reference vector for the trajectory design algorithm. One Model Predictive Controller (MPC) is responsible for the design of the trajectory so we can obtain limitations to several states to ensure comfort and security. Extending the algorithm, we can compute the longitudinal movement as well. In this paper the decision-making and the trajectory planning algorithm is presented, and the whole model validated in CarMaker.

Keywords: autonomous, overtaking, line change maneuver, motion prediction

1. INTRODUCTION

Overtaking maneuvers are maybe the most dangerous maneuvers among autonomous vehicles. During controlling the vehicle, we must pay attention to number of things simultaneously, such as accelerations of the vehicles, pedestrians movement etc. First, we estimate the motion of the surrounding vehicles, using this information we can predict the future position of the other participants. Because of the rapidly changing traffic conditions the prediction process could be difficult and inaccurate. In the next step collision free overtaking trajectory is planned, which has to fulfill several requirements, the most important is not to endanger the own and the other participants safety. Besides the safety requirements the comfort is highly important for the passengers, so several factors must be limited, such as longitudinal/lateral accelerations.

In the recent years, several different approaches have been developed for the design of overtaking trajectories. The minimization of lateral jerk using polynomial equations presented in [1]. In [2] can be seen a collision free overtaking trajectory planning using Model Predictive Control (MPC). A nonlinear adaptive control method is proposed in [3] has an advantage, that unnecessary the exact knowledge about the other vehicle. The movement prediction of other participants is closely related with the design of overtaking trajectory [4]. Estimation of the future environment is necessary in decision-making process (e.g. line changing).
Many different methods have been developed to make prediction as accurate as possible, such as Dynamic Bayesian Networks [5] and Markov chain models [6]. According to another approach, the prediction is based on past similarities using the pre-recorded data [7]. In this paper, one method is presented which is able to evaluate the given traffic situation and make a decision about the next maneuver. After the decision making we can generate the reference vector and using one Model Predictive Control (MPC) we can compute the optimal input signal considering the given limitations.

2. MOTION PREDICTION AND DECISION MAKING

In case the vehicles are equipped with Vehicle-to-Vehicle communication technology information about their states can be sent easily to each other. However, based on this data the next maneuver cannot be determined because of the rapidly changing traffic conditions. Therefore, we used the probability-based method to determine the future position of the vehicles. The longitudinal and the lateral prediction are computed separately and finally combined.

**Longitudinal prediction**

Since, the driver can change the velocity of the vehicle all the time, we must consider the possible acceleration values. We perform the prediction in the given T time horizon, which is divided into equidistant n time sets. Using it, future positions can be computed of the surrounding vehicles, for every time step. Assuming Gaussian distribution the probability density function reads:

\[
    f_{\text{long}}(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}.
\]

(1)

Where the mean values are \( \mu_l = v_0 t_i \). Defining the standard deviation, the possible acceleration/deceleration values can be considered. \( a_{\text{possible}} \in [a_{\text{min}}, a_{\text{max}}] \) assuming \( |a_{\text{min}}| = |a_{\text{max}}| \). Thus the future positions of the vehicle can be computed for every time step, for the given interval. The longitudinal steps are defined as \( s_i = t_i v \).

\[
    P_{\text{long}}(s_i, s_j) = \int_{s_i}^{s_j} f_{\text{long}}(x) \, dx.
\]

(2)

**Lateral prediction**

In the average traffic condition beside the speed, the lateral position of the vehicle can be changed. In the following, the lane changing maneuver is modelled using four clothoid segments with similar parameters.

The maneuver can be characterized by the lateral acceleration because it includes the velocity of the vehicle, and the actual radius of the trajectory. Determining the \( y \) projection of the trajectory in addition of the given lateral accelerations where \( a_{\text{lat}} \) varies between 0.1 … 4.6 \( m/s^2 \). The initial velocity set to 25 \( m/s \) and the length of the segment is 250m. The trajectories approximated with linear functions (Fig. 1).

In the following, probabilities are assigned for each acceleration values, but first the probability density function has to be determined. The probability of the lateral movement of the vehicle can be described by Gamma-distribution function as in \([11]\).
\begin{equation}
    f(x, \alpha, \beta) = \frac{\beta \alpha x^{\alpha-1} e^{-\beta x}}{\Gamma(\alpha)}.
\end{equation}

Fig. 1 (a) Trajectories with different lateral accelerations.
(b) Lateral acceleration with probabilities

The values of \( \alpha = 2, \beta = 2.8 \) are fixed and the values are set to satisfy the comfort level of the passengers \([8]\). Using the above-mentioned function, the probability can be computed between two given lateral acceleration values.

\begin{equation}
    P_{lat}(a_{lat,min}, a_{lat,max}) = \int_{a_{lat,min}}^{a_{lat,max}} f_{lat}(x) dx
\end{equation}

Since the relationship between the lateral acceleration and the lateral position have been already computed (Fig. 1) the probabilities can be expressed between two lateral position as

\begin{equation}
    P_{lat}(y_{min}, y_{max}) = \int_{y_{min}}^{y_{max}} f_{lat}(x) dx
\end{equation}

Fig. 1. b. shows the probability values on the right side. This probability values are computed between zero and the given accelerations. The lateral displacement \(y\) is divided into \(N\) equidistant sets. \(y_i = y_s n, \ n = 1 ... N\) where \(y_s = \frac{y}{N}\). Using the acceleration values, the probabilities for lateral positions can be computed.

Combining probabilities

In this section the predictions are combined. The most important step is to determine the probability of the start of the overtaking, which is achieved through sigmoid-function \([10]\).

\begin{equation}
    P_{over}(\lambda) = \frac{1}{1 + e^{-m\lambda}}, \text{ where } \lambda = \frac{v_{prev} - v_0}{d}
\end{equation}

Where \(d\) is the distance between the cars, \(v_{prev}\) closer, and \(v_0\) is the velocity of further car. The typical overtaking time gap is 1.5 s \([9]\), the \(m\) parameter is set to 1.5, so when
the value of $\lambda$ is 1.5, the probability will be high enough. The sigmoid function determines the willingness of overtake when the $\lambda = 0$, this means that the velocity of the two vehicles are similar, the probability of overtaking is 50%. If $\lambda$ increases, the willingness increasing as well, while if $\lambda < 0$ the willingness decreases. Using these the prediction map can be computed.

Fig. 2  (a) Sigmoid function, (b) Prediction map

Fig. 2 b shows the result of the prediction. The velocity of ego vehicle is 28 m/s and the velocity of the car in front is 26 m/s. The distance between them 16 m, and the overtaking willingness is 50 %. The main purpose of the decision-making algorithm is to guarantee the collision free trajectory. One graph point was assigned to every area element then the points are connected, considering the possible movement of the vehicle. In the next step weights of the edges are determined based on the probabilities of the prediction map, to solve the optimization problem, Dijkstra algorithm is used [12]. This algorithm provides the reference vector for the control layer in the following.

Fig. 3  Example for decision making

3. SIMULATION

The simulation was made using CarMaker, where the following traffic situation was defined. The reference vector is not suitable for controlling the vehicle, therefore a MPC is used for longitudinal control and another one for lateral control. The input vector of the control layer is the reference vector introduced before, using that the optimal solution is calculated. The first input signal is used then the whole process repeats. Fig. 4 shows the initial conditions where the reference velocity is 20 m/s. The velocities of the surrounding vehicles were constant during the simulation. In this simulation the prediction horizon is set to 50, and the sample time to 0.1s.
The simulation was run in case of parallel traffic conditions where in addition the controlled vehicle two other vehicles participated.

As Fig. 5 presents, the blue line is computed by graph-based decision-making algorithm, and the red one is the real trajectory. As it was mentioned, the reference vector is not suitable for controlling the vehicle since the result of decision making process is limited to some discrete values. During the simulation the vehicle reached the allowed velocity then slowed down due to traffic conditions, this can be seen in Fig. 6.

4. CONCLUSION

In this paper the graph-based decision-making method was presented where the edge weights of the directed graph were computed using the prediction probabilities. The reference route and velocity vector were determined using one greedy algorithm. The control of the vehicle was MPC based strategy, where given limitation for the acceleration and velocity was considered.
Since the motion of surrounding vehicles is involved in the trajectory planning, collision free route can be computed.
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ABSTRACT
This paper introduces a Hardware in the Loop (HiL) test environment, which is developed for teaching undergraduate vehicle engineers. The aim was to extend the lectures with experiences gained, while solving a practical problem based project. The task for the student is to develop a gearshift mechanism automation system. This has to be done with model-based design, using V-model methodology, with low level and vehicle level simulation, and in real time hardware simulation environment as well. The students have a limited time to absolve this task, so the developed hardware and software package is designed to help them spend the highest possible amount of time on the high level design, and get experience with the methodology. The developed system consist of a gear shifter mechanism with linear actuators with sensor feedback to be able to design and test a controller. This is controlled via a fast prototyping hardware solution. This controller is integrated to a real time vehicle HiL test system. With this project one can learn top-down design, control algorithm design, component and system simulation practices. Our aim was to have a project, which is enough for a thesis for a bachelor degree. For the minimum allowed level of completion is achievable for a student with lack of knowledge at the beginning. A motivated student with higher approach can work on it more easily, because the task have many levels of depth to it. For example, after one have low fidelity models and rough estimation of the real system, one can find ways to improve it. In addition, one can find different field of interest and work more with that, for example actuator modelling, control software design or vehicle simulation. We also modified a regular serial car to be able to accommodate this system. We set a reward for the students to keep them motivated during the whole duration. If the developed system meets minimum requirements, one can demonstrate in simulation, and in HiL testing all functionality, than it can be put inside the car, and can be tested in real life. Students participated in this project, gained a lot of knowledge in the mentioned topics and proved the project’s worthiness in education.

Keywords: Hardware in the Loop testing, model based design, teaching design methods

1. INTRODUCTION

Vehicles complexity nowadays are increasing in a rapid paste, and in the future this trend with the automation of the driver will continue. For those who are designing these systems it is a rapidly transforming world too. The field of disciplines needed for these task are spreading out. Engineers with multidisciplinary knowledge are needed for the industry. The vehicle engineering field is one of this example. To address this need we think teaching design processes of automotive control is very important.

Modern vehicle systems have to comply with a large set of requirement, for example regulatory standards. From the economic perspective, these have to be cost effective and to be designed in the shortest time possible. Acomplising these simulatanously is proved to be a very difficult task [1]. We can use model based design, which is well suited for these task, thus they are widely used in the automotive industry [2]. For this, we want to prepare vehicle engineering students to be able to work effective in these environments. We would like to give them practical knowledge and opportunity to practise these design processes, which are required for independent work. For this we designed projects for students, and with this the need is risen for an
environment to design the software and hardware part of the tasks. Further along the task requirements, and the built system will be shown.

2. PROJECT REQUIREMENTS

The project, in this case the theses, for vehicle engineering student has multiple objectives. Firstly, we would like to show the basics of model based design. For designing models and complex systems the V-modell design methodology is used in the industry. This has advantages that it helps to keep track of the project, and the need for testing is visually well represented [3] as you can see on Fig. 1.

Fig. 1  V-modell

Designing a complex system, in most cases have a control unit, with a software [4]. These have to be thoroughly tested, which is a huge challenge. Using the V-modell methodology we can divide the problems to subtasks and test them on multiple levels [3]. Secondly, be practical and close to real world challenges as possible. Thirdly we would like to avoid deep rooted problems in other fields than vehicle engineering, such as design and manufacturing an electric system.

We suggest the requirements below for these objectives:

**Hardware part**
- Basic 3D CAD designing
- Building a simple-cheap hardware

**Software part**
- Easy control problems in high level programming software
- Use rapid prototype systems

**Multilayer design**
- Testable system
- Several iteration of the V-model
- Design, implement, test repeat several times

avoid not the above in scope of vehicle engineering
3. TEACHING ENVIRONMENT

Hardware in the Loop (HiL for short) test systems help design and test processes [5]. We can see a detailed description of a complex system in [6]. With this, we can test subsystems in different combination, with different levels of simulation. For this project we designed and built a HiL test system to accomplish the requirements mentioned above. This system is made of several units. We use linear actuators with DC motors to actuate a manual gearbox in a passenger vehicle as plant.

![Automation of Manual Gearbox](image)

The actuators are driven by the dSpace RapidPro unit [7]. With RapidPro hardware we can control relays, DC motors, AC motors. We can implement a PWM control loop as well for more precise control. This device is connected to a dSpace MicroAutobox II [8] (Electronic Control Unit, ECU) device that can run any Matlab / Simulink [9] model, which is a high level language and useful for practise system level design. The output of this device controls the motor drive electronics, measures the motor current, the voltage, and the status of the transmission control via linear potentiometers. It is possible to create a closed-loop control or to create a higher level of complex logic required for the operation of the manual gearbox. This system can be installed and tested by a student in a real vehicle. The device is also integrated with an additional system. This system extends a Vehicle Dynamic Simulation with Inmotion node from IPG [11], which can execute real time simulation, this have several interfaces that are very useful.

Testing the control algorithm on different levels is possible with this system. Firstly desktop simulation with Simulink (Level 1). After successful demonstration of the models and controls, the student can advance further with deploying the control software to the ECU (Level 2). Using vehicle simulations for the dynamics as well as the control algorithm and plant model in IPG Carmaker software [10] (3 Level). Than
Level 4, with full system control software with the real plant, with closed loop control with full vehicle simulation. Finally, Level 5 is in real vehicle with prototype hardware and software, and testing the vehicle with hardware and software in real test cases.

The important part is: one can understand the needs for testing, and after every level a validation have to done, which can be fed back to the design process. Successfully completing a level is necessary for advancing further, so it gives feedback also to the student, and keeps them motivated during the whole project. You can see the different levels and correspondent hardware (dark gray), and software component in (light gray) on Fig. 3.

4. TECHING ENVIRONMENT TEST

We tried two projects with this environment. First was a vehicle electrification project, where a power management module with the ECU was designed and implemented. Second project was manual gearbox automation, which lead to the project description for the student thesis. During these example projects the necessary cable harnesses, and interface software components are made. The students for their projects only got the environment and not the completed projects examples.

5. CONCLUSION

We set out requirements for a teaching environment to help the education of model based design for automotive control tasks. We built the environment and tested with example projects. Until now only two student got a task similar to what we mentioned above. Only the second one used this completed environment. We saw in their work
and thesis that we achieved these goal. In the future we would like to advance this further to a subject for broader audience, as well as collecting more objective feedback analysing the effects of using this environment.
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ABSTRACT

The real-time estimation of damper force plays key role for control and diagnosis of suspension systems for road vehicles. In this paper, we consider a semi-active electrorheological (ER) suspension system. First, a nonlinear quarter-car model is proposed using the dynamic nonlinear model of ER damper. The estimation of the damper force is developed through a $H_2$ observer whose objective is to minimize the effects of bounded unknown road profile disturbances and measurement noises on the estimation errors of the state variables. Finally, the observer performances are assessed experimentally using the INOVE platform from GIPSA-lab (1/5-scaled real vehicle). Both simulation and experimental results illustrate the effectiveness of proposed observer in the ability of estimating the damper force in real-time.

Keywords: Semi-active suspension, automotive systems, $H_2$ observer, damper force estimation

1. INTRODUCTION

Over the years, semi-active suspensions are now widely used in vehicle applications due to their advantages compared to active and passive suspensions ([1] and references therein). Main issues concern the design of control algorithms based on a reduced number of sensors to improve passenger’s comfort and road holding. Many control approaches were proposed in the literature (see [2] [3] and a review in [4]). Some control design methodologies considered the damper force as the control input of the suspension system, then using an inverse model for the implementation (see for instance [5], [6]). Other authors use force tracking control schemes in order to attain control objectives (see [3]). Indeed, the damper force signal plays an important role in control synthesis.

Therefore, damper force estimation methodologies were proposed (see [7], [8], [9], [10], [11]), tackling difficult and expensive damper force measurement in practice. In [10], parallel Kalman filters were developed to estimate the damper force without considering the dynamic behavior of the semi-active damper. Authors in [7] presented the $H_\infty$ damper force observer using a dynamic nonlinear model of the ER damper. Moreover, in [9], authors introduced an LPV-$H_\infty$ filter to estimate the damping force using deflection and deflection velocity signals. As well, based on accelerometers, a full-car observer using the linearized model of the damper was proposed in [12] and gave interesting results both simulations and experiments. Despite these achievements, the damper force observer based on the dynamic nonlinear model of semi-active ER suspension system, is still an open problem.
In this paper, an $H_2$ observer is proposed in order to estimate the damper force in the presence of unknown road profile input and measurement noises. The design of the observer is based on a nonlinear suspension model consisting of a quarter-car vehicle model, augmented with a first order dynamical nonlinear damper model. The contributions of this paper are the following:

- An $H_2$ observer is designed to estimate the damper force, minimizing the effect of unknown disturbances on the estimation error.
- The observer is implemented on a 1/5 scaled vehicle test-bench. Both simulation and experimental results illustrate the efficiency of the algorithm.

The paper is organized as follows. Firstly, the quarter-car system modeling is presented in section 2. The central part of this paper, namely, the observer design, is detailed in section 3. To demonstrate the effectiveness of the observer, the simulation and experiment works are given in the section 4. The conclusion is finally drawn in section 5.

2. QUARTER-CAR SYSTEM MODELLING

This section introduces the quarter-car model equipped with a semi-active ER suspension system as shown in the Figure 1.

First, a phenomenological model considering the dynamic and nonlinear characteristic of semi-active ER damper is illustrated. Based on Guo’s model, the dynamic nonlinear model of ER damper is represented as follows:

\[
\begin{cases}
F_d = k_0 x_d + c_0 \dot{x}_d + F_{ER} \\
\tau \dot{F}_{ER} + F_{ER} = f_c u_{nl}
\end{cases}
\]  

(1)

where $u_{nl} = u \cdot \tanh(k_1 \dot{x}_d + c_1 \dot{x}_d)$; $u$ is the duty cycle of the PWM signal; $k_0, k_1, c_0, c_1, f_c, \tau$, the parameters of the model (1) are shown in Table 1.

![Fig. 1 Quarter-car model with semi-active suspension](image)

Second, the well-known quarter model consists of the sprung mass ($m_s$), the unsprung mass ($m_{us}$), the suspension components located between $m_s$ and $m_{us}$ and the tire which is modelled as a spring with stiffness ($k_t$). As depicted in Fig. 1, by applying the second law of Newton for motion, the system dynamics around the equilibrium are given as:

\[
\begin{cases}
m_s \ddot{z}_s = -F_s - F_d \\
m_{us} \ddot{z}_{us} = F_s + F_d - F_t
\end{cases}
\]  

(2)
where $F_s = k_s(z_s - z_{us})$ is the spring force, $F_t = k_t(z_{us} - z_r)$ is the tire force, and the damper force $F_d$ is given as in (1) with $x_d = z_s - z_{us}$

Replacing (1) into (2), one obtains

$$
\begin{align*}
\dot{m}_s \ddot{z}_s &= -(k_s + k_0)(z_s - z_{us}) - c_0(\dot{z}_s - \dot{z}_{us}) - F_{ER} \\
\dot{m}_{us} \ddot{z}_{us} &= (k_s + k_0)(z_s - z_{us}) + c_0(\dot{z}_s - \dot{z}_{us}) + F_{ER} - k_t(z_{us} - z_r)
\end{align*}
$$

(3)

where $z_s$ and $z_{us}$ are the displacements of the sprung and unsprung masses, respectively and $z_r$ is the road profile input.

By selecting the system states as $x = [x_1, x_2, x_3, x_4, x_5]^T = [z_s - z_{us}, \dot{z}_s, z_{us} - z_r, \dot{z}_{us}, F_{ER}]^T$ and the measured outputs as $y = [\ddot{z}_s, \ddot{z}_{us}]^T$, the state-space representation of the system dynamics (3) is as follows

$$
\begin{align*}
\dot{x} &= Ax + Bu_t + D_1 \omega \\
y &= Cx + D_2 \omega
\end{align*}
$$

(4)

where

$$
A = \begin{bmatrix}
0 & 1 & 0 & -1 & 0 \\
-\frac{k_0 + k_s}{m_s} & -\frac{c_0}{m_s} & 0 & -\frac{1}{m_s} & 0 \\
-\frac{k_0 + k_s}{m_{us}} & -\frac{c_0}{m_{us}} & -\frac{k_t}{m_{us}} & -\frac{c_0}{m_{us}} & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{\tau}
\end{bmatrix},
B = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
\frac{f_c}{\tau}
\end{bmatrix},
C = \begin{bmatrix}
-\frac{k_0 + k_s}{m_s} & -\frac{c_0}{m_s} & 0 & -\frac{1}{m_s} \\
-\frac{k_0 + k_s}{m_{us}} & -\frac{c_0}{m_{us}} & -\frac{k_t}{m_{us}} & -\frac{c_0}{m_{us}} \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
D_1 = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
-1 & 0 \\
0 & 0
\end{bmatrix},
D_2 = \begin{bmatrix}
0 & 0.01 \\
0 & 0.01
\end{bmatrix},
\omega = \begin{bmatrix}
\dot{z}_r \\
\frac{1}{n}
\end{bmatrix},
$$

where $\dot{z}_r$ is road profile derivative and $n$ is measurement noises.

Table 1: Parameter values of the quarter-car model equipped with an ER damper

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_s$</td>
<td>Sprung mass</td>
<td>2.27</td>
<td>kg</td>
</tr>
<tr>
<td>$m_{us}$</td>
<td>unsprung mass</td>
<td>0.25</td>
<td>kg</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Spring stiffness</td>
<td>1396</td>
<td>N/m</td>
</tr>
<tr>
<td>$k_t$</td>
<td>Tire stiffness</td>
<td>12270</td>
<td>N/m</td>
</tr>
<tr>
<td>$k_0$</td>
<td>Passive damper stiffness coefficient</td>
<td>170.4</td>
<td>N/m</td>
</tr>
<tr>
<td>$c_0$</td>
<td>Viscous damping coefficient</td>
<td>68.83</td>
<td>N.s/m</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Hysteresis coefficient due to displacement</td>
<td>218.16</td>
<td>N.s/m</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Hysteresis coefficient due to velocity</td>
<td>21</td>
<td>N.s/m</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Dynamic yield force of ER fluid</td>
<td>28.07</td>
<td>N</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time constant</td>
<td>43</td>
<td>ms</td>
</tr>
</tbody>
</table>
3. OBSERVER DESIGN

In this section, an \( H_2 \) observer is developed to estimate the damping force. The unknown input \( \omega \) (which includes the road profile disturbance and the sensor noises) is considered as an unknown disturbance. Therefore, an \( H_2 \) observer is proposed to minimize the effect of this unknown disturbance on the state estimation error \( (x - \hat{x}) \).

The \( H_2 \) observer for the quarter-car system (4) is of the following form:

\[
\dot{\hat{x}} = Ax + L(y - C\hat{x}) + B\hat{u}_n, \tag{5}
\]

where \( \hat{x} \) is the estimated state vector. The observer gain \( L \) is determined in the next steps.

The state estimation error is defined as:

\[
e(t) = x(t) - \hat{x}(t). \tag{6}
\]

Differentiating \( e(t) \) with respect to time leads to

\[
\dot{e} = \dot{x} - \dot{\hat{x}} = (A - LC)e + (D_1 - LD_2)\omega. \tag{7}
\]

Let \( T_{eo}(s) = (sI - (A - LC))^{-1}W \) be the transfer function between state estimation error \( e \) and the unknown disturbance \( \omega \). The \( H_2 \) observer design objective is as follows:

- The system (7) is stable for \( \omega = 0 \)
- \( \|T_{eo}(s)\|_2 \) is minimized for \( \omega \neq 0 \)

The following theorem reformulates the above objective into an LMI framework

**Theorem 1**: Consider the system (7). Given a positive scalar \( \gamma_2 \), if there exist a symmetric positive definite matrix \( P \) and a matrix \( Y \) satisfying the LMI (9)

\[
\begin{pmatrix}
PA + A^TP - YC - (YC)^T & PD_1 - YD_2 \\
D_1^TP - (YD_2)^T & -I
\end{pmatrix} < 0
\]

\[
\begin{pmatrix}
P & I \\
I & \gamma_2I
\end{pmatrix} > 0
\]

then, the observer gain \( L \) determined from \( L = P^{-1}Y \) ensure that the objective (8) is attained.

The theorem is proven by applying the generalized \( H_2 \)-norm for the system (7).

4. SIMULATION AND EXPERIMENT RESULTS

4.1 Synthesis results and frequency domain analysis

Solving theorem 1, we obtain the gain \( \gamma_2 = 2.9 \times 10^{-5} \) and the observer gain:

\[
L = \begin{bmatrix}
3.7 \times 10^{-6} & -3.7 \times 10^{-5} \\
1.1 \times 10^{-4} & -0.0011 \\
2.7 \times 10^3 & -2.7 \times 10^4 \\
-0.1 & 1 \\
1.9 \times 10^{-8} & -1.9 \times 10^{-7}
\end{bmatrix}
\]

The resulting attenuation of the sensor noises and road profile disturbance on the state estimation error, subject to the minimization problems, is shown in Fig. 2. These results emphasize the good attenuation level of the measurement noises and unknown road profile effect on the estimation errors of the estimated states, since the largest sensor noise and road profile disturbance amplification of the 5 errors, over the whole frequency range, are -176dB and -217dB, respectively.
4.2 Simulation

To demonstrate the effectiveness of the proposed design, the simulations are made with the nonlinear quarter-car model presented in Section 2. The following initial conditions of the proposed approach are considered:

\[ x_0 = [0 \ 0 \ 0 \ 0 \ 0]^T \]
\[ \hat{x}_0 = [0.01 \ 0.1 \ 0.001 \ 0.1 \ 1]^T \]

Four simulation scenarios are used to evaluate the performance of the observer as follows:

**Scenario 1:**
- The road profile is a sequence of sinusoidal bumps \( z_r = 15 \sin(4\pi t) \) (mm).
- The duty cycle of the PWM signal is \( u = 0.1 \).

**Scenario 2:**
- The road profile is \( z_r = 15 \sin(14\pi t) \) (mm).
- The duty cycle is \( u = 0.1 \).

**Scenario 3:**
- The road profile is chirp signal
- The duty cycle is \( u = 0.1 \).

**Scenario 4:**
- An ISO 8608 road profile signal (Type C) is used.
- The duty cycle is \( u = 0.1 \).

The simulation results of two tests are shown in the Fig. 3, Fig. 4, Fig. 5 and Fig. 6.
Fig. 3  Simulation scenario 1: Simulated force vs. estimated force

Fig. 4  Simulation scenario 2: Simulated force vs. estimated force

Fig. 5  Simulation scenario 3: Simulated force vs. estimated force

Fig. 6  Simulation scenario 4: Simulated force vs. estimated force
The effectiveness of the damper force observer is clearly seen in the Fig. 3-Fig. 6 where the estimated force converges towards the simulated one, after a short transient period of 1s.

4.3 Experiment
The observer is implemented on the 1/5 scaled car testbed INOVE at Gipsa-lab, presented in Fig. 7.

![INOVE testbed at GIPSA-lab](image)

The test-bench consists of 4 semi-active ER suspensions controlled in real-time by an xPC target and a host computer. The target PC is connected to the host computer via Ethernet communication standard. Each corner of the system has a DC motor to generate various road profiles. The damping force estimation algorithm is applied at the rear-left quarter car of the INOVE vehicle.

Here, the damping force observer is performed for the rear-left corner whose available sensors are the un-sprung mass accelerometer, the sprung mass accelerometer the damping force sensor, the position sensors to measure the suspension deflection, the road profile and the un-sprung mass position.

In this experimental test, the duty cycle $u$ of the PWM signal is constant ($u = 0.1$) and the real road profile is a sinusoidal wave, shown in Fig. 8. The experiment result of the observer is presented in Fig. 9. The result illustrates the good accuracy of the proposed observer.
5. CONCLUSION

This paper proposed an $H_2$ observer to estimate the damping force, with the use of the dynamic nonlinear model of the ER damper. First, the quarter-car system was represented with a phenomenological model of damper. Second, an $H_2$ observer was designed, illustrating a good estimation result of the damper force. The estimation error was minimized the effect of the unknown inputs (road profile disturbance and measurement noises) by using the $H_2$-norm. Both simulation and experiment results demonstrate the ability and the accuracy of the proposed model to estimate the damper force of the ER semi-active damper.

6. REFERENCES


COMPARISON OF CONTROLLER SYSTEMS AND MOTION MODELLING METHODS FOR AUTONOMOUS VEHICLE TRAJECTORY FOLLOWING PRACTICE

Ádám DOMINA and Viktor TIHANYI
Department of Automotive Technologies
Faculty of Transportation and Vehicle Engineering
Budapest University of Technology and Economics
H-1111 Budapest, Műegyetem rkp. 3., Hungary

Received: November 5, 2018

ABSTRACT

Nowadays the self-driving vehicles are one of the most focused technology in the current industrial and science researches, both commercial and passenger vehicles. This technology increases the safety, functionality, efficiency, and reliability in every part of the vehicle industry. A well-constructed autonomous vehicle is able to reduce the chance of an accident this is one of the most important reason of the expansion of them. Today functionalities above level two, automation according to SAE standard is not allowed because of legal situation and technical immaturity of the technology. Precise motion control is essential to enable such highly automated vehicles. In this work we are focusing on the trajectory following solutions, would like to create a complete path following solution, which provides accurate control in various conditions. To reach this goal, first different control algorithms developed, based on simulations where the vehicle models was adjusted to a particular real demonstrator vehicle. Both dynamic and kinematic bicycle model was used to simulate the motion of the vehicle. Two different path following algorithms and both kinematic and dynamic vehicle models were implemented in MATLAB Simulink simulation environment. Thereafter the controllers was tested and compared in simulation environment, the differences between the controllers and vehicle models was analysed.

Keywords: autonomous vehicle, controller, path following, tracking, vehicle model, bicycle model

1. INTRODUCTION

Nowadays, the vehicle industry developments are mainly concentrated on autonomous vehicles. It is driven by a reduction in the number and severity of accidents and fuel consumption. Autonomous vehicles and driving support systems [1], [2] all serve this purpose. In order to achieve this, the automation level of vehicles needs to be increased and the deployment of intelligent infrastructure is indispensable. An important, safety-critical task of automated vehicles is to plan and follow the route.

In this paper, different trajectory following controllers are implemented. The operation of the controllers is required to be tested in a software environment before testing them on the real vehicle. To do this, a vehicle model has been implemented, preferably in the same software environment as the controller, thus facilitating the testing in a virtual environment. The vehicle model must be able to simulate the movement of the real vehicle, the higher the speeds needed to simulate the movement of the vehicle the more accurate and detailed the model is needed. There are kinematic and dynamic vehicle models, kinematic models only describe the spatial motion of the vehicle, how the vehicle moves, and does not deal with the forces that cause the movement. Dynamic vehicle models rely on vehicle-acting forces describe the behaviour of the vehicle under the effect of the forces. Based on these, simpler, kinematic models are typically used at low vehicle speeds and more complex dynamic models at higher speeds. Beside kinematic models, those are easy to implement, the computational requirements are
low, the dynamic models are more complex, require more computing power, but give more accurate results.

The controllers designed here are used on a Smart demonstration vehicle with low speed, typically up to 20-25 km/h. The most common model for this movement is the bicycle model, which also has a kinematic and dynamic version. The purpose of this paper is to examine the differences between different vehicle models for different path following controllers, so both kinematic and dynamic vehicle models have been implemented. The dynamic model includes only the lateral dynamics of the vehicle. The longitudinal dynamics was neglected because the vehicle is typically used at constant speeds.

To test the controller in a software environment, vehicle models and controllers are first implemented and then the vehicle model parameters are aligned to the real vehicle. After that, the controller is tested and the controller parameters tuned.

2. KINEMATIC BICYCLE MODEL

The bicycle model is derived from a four-wheeled vehicle by replacing the two wheels on one axle of the vehicle with one wheel at the half of the gauge. The wheelbase of the vehicle does not change. The resulting model is a one-way vehicle model, or as it is called bicycle model. The geometry of the model is characterized by two values, one is the wheelbase and the other is the steering angle. The steering angle is derived from the Ackermann geometry. The essence of Ackermann geometry is that the steered wheels of the vehicle are steered at different angles in order to ensure the geometrically correct rolling radius for each wheel. However, the bicycle model has only one front wheel, the steering angle of this is the arithmetic mean of the steering wheel angles of the real vehicle, see Fig. 1.

\[
\delta_0 = \frac{\delta_1 + \delta_2}{2}.
\]  

(1).

![Fig. 1 Deriving the bicycle model](image)

The motion of the kinematic model is described with a single equation that defines the yaw-rate of the vehicle as a function of the speed and the steering angle:

\[
\dot{\psi} = \frac{v_x}{R} = \frac{v_x \cdot \tan(\delta)}{L},
\]  

(2)
where \( v_x \) is the speed of the vehicle, in the car-fixed coordinate system, \( R \) is the turning radius, \( \delta \) is the steering angle (marked \( \delta_0 \) in Fig. 1, and \( \delta \) in Fig. 2), \( L \) is the wheelbase. Yaw-rate is the angular velocity of the vehicle around the z-axis. Fig. 2 shows the kinematics of the bicycle model.

![Fig. 2 Kinematics of bicycle model](image)

Equation (2) describes the connection between the longitudinal and lateral motion of the vehicle. Knowing this, the longitudinal and lateral speed of the vehicle can be calculated in the ground-fixed coordinate system.

### 3. DYNAMIC BICYCLE MODEL

The dynamic vehicle model takes into account the lateral forces acting on the vehicle, the longitudinal velocity is assumed to control separately. Fig. 3 shows the dynamic bicycle model, \( \alpha_f \) and \( \alpha_r \) are the sideslip angles at the front and rear wheels, \( \beta \) is the sideslip angle of the vehicle, \( l_f \) and \( l_r \) are the distances between the centre of gravity point of the vehicle and the front and rear axles.

![Fig. 3 Dynamic bicycle model [3]](image)
\( \Theta \) is the heading angle of the vehicle, the first derivative of this is the yaw-rate, \( v_f \) and \( v_r \) are the velocity of the front and rear wheels. C.G. is the centre of gravity.

The side slip of the wheels is caused by lateral forces acting on the vehicle during cornering. The motion of the vehicle is described by two equations, the longitudinal forces acting on the vehicle are neglected. The first equation describes the lateral forces (3), the second describes the yaw moments around C.G. point (4).

\[
F_{yf} \cos(\delta) - F_{xf} \sin(\delta) + F_{yr} = m(\dot{v}_y + v_x \omega) \tag{3}
\]

\[
l_f(F_{yf} \cos(\delta)) - l_r(F_{yr} - F_{xf} \sin(\delta)) = I_z \dot{\omega} \tag{4}
\]

where \( m \) is the mass, \( I_z \) is the yaw inertia of the vehicle, \( \dot{\omega} \) is the yaw-rate.

The slip angles of the tires are given by (5) and (6).

\[
\alpha_f = \tan^{-1}\left(\frac{v_y + l_f \omega}{v_x}\right) - \delta \tag{5}
\]

\[
\alpha_r = \tan^{-1}\left(\frac{v_y - l_r \omega}{v_x}\right) \tag{6}
\]

At small sideslip angles, the force generated by the wheels is linearly proportional to the slip angle, shown in Fig. 4.

\[
F_{yf} = -c_f \alpha_f \tag{7}
\]

\[
F_{yr} = -c_r \alpha_r \tag{8}
\]

Fig. 4 The lateral force – sideslip angle connection [4]

In equation (7) and (8) \( c_f \) and \( c_r \) are the cornering stiffness of the front and rear tires.

\( F_{xt} = 0 \), because the longitudinal dynamics is neglected. Substituting equations (3)-(8), resulting (9) and (10) describes the motion of the vehicle.

\[
\dot{v}_y = \frac{-c_f \left[ \tan^{-1}\left(\frac{v_y + l_f \omega}{v_x}\right) - \delta \right] \cos(\delta) - c_r \tan^{-1}\left(\frac{v_y - l_r \omega}{v_x}\right)}{m} - v_x \omega \tag{9}
\]
The first geometric path following controller is the widely used Pure Pursuit controller [5]. The principle is fitting a semi-circle through the current configuration of the vehicle and the reference point on the path, with an L distance before the vehicle. L distance called look-ahead distance, this is the only tuningable parameter of the controller. The fitted circle is tangent to the heading of the vehicle, at the rear axle, see Fig. 5.

\[
\dot{\omega} = \frac{-l_r c_f \left[ \tan^{-1} \left( \frac{v_y + l_f \omega}{v_x} \right) - \delta \right] \cos(\delta) + l_r c_r \tan^{-1} \left( \frac{v_y - l_r \omega}{v_x} \right)}{l_z},
\]

(10)

4. PURE PURSUIT CONTROLLER

The necessary turning radius \( R \), and the steering angle \( \delta \), which is the output of the controller, can be calculated:

\[
R = \frac{L}{2 \sin(\alpha)},
\]

(11)

\[
\delta = \tan^{-1} \left( \frac{W}{R} \right).
\]

(12)

5. STANLEY CONTROLLER

The other geometric path following controller is the Stanley controller [6], which was first used in 2005, at the DARPA Grand Challenge. Fig. 6 shows the geometry of the controller. The control strategy is to point the front wheel towards the path. The component of the velocity of the front wheel is normal to the path, and proportional to the distance between the wheel and the path. The controlled variable is the position of the front wheel, \( \vec{e} \) is the tangent unit vector of the path, where the distance between wheel and path is minimal, \( e \) is the distance. The path tangent vector and the distance \( e \) are always perpendicular. \( \Theta_e \) is the angle between the heading of the vehicle and the unit-vector \( \vec{e} \), \( v_f \) is the velocity of the front wheel.
The time derivative of the error is:
\[ \dot{e} = v_f \sin (\theta_e + \delta), \]  
which can be controlled by the steering angle. Replacing \( \dot{e} \) with \(-k \cdot e\), (13) can be written in a new form:
\[ v_f \sin (\theta_e + \delta) = -ke. \]  
The controller can be tuned by the \( k \) factor. The steering angle can be expressed from (14), assuming small angles, the sine function can be replaced by the tangent function:
\[ \delta = tan^{-1}(-ke/v_f) - \theta_e. \]  

6. SIMULATION RESULTS, CONTROLLER COMPARISON

Both controllers have been tested with both vehicle models, making a total of 4 different versions. Testing was done on the same reference path, so the results can be easily compared Fig. 7. The vehicle speed starts from 10 km/h, increases until 50 km/h, in 10 km/h steps. The lookahead distance at Pure Pursuit controller is 5 meter, the “\( k \)” factor at Stanley controller is -4.

In the figures below, the reference path is marked in black, the track run by the front wheel of the vehicle is red and the rear wheel track is marked blue.
As it is shown in Fig. 8, Fig. 9, Fig. 10, with the speed increasing, the vehicle is increasingly deviates from the path. There are two defective forms of motion, the overshoot and the oscillation. The overshoot is a delay in the cornering, the vehicle starts the cornering just after went over the turn. At the kinematic model, the lack of the dynamics of the vehicle make it unsuitable for motion modelling at higher speed, limit of applicability is 20 km/h. At low speed ranges, 0-20 km/h, this model gives satisfying results, there are minimal differences between kinematic and dynamic
model, the kinematic model is good for small speed simulation, for example parking manoeuvres.

![Fig. 9 Results at 30 km/h (left) and at 40 km/h (right)](image)

The dynamic model calculates more accurate the lateral behaviour of the vehicle, this can be seen well above 40 km/h, at pure pursuit controller. The dynamic model shows more better the oscillation around the path, than the kinematic model. At 50 km/h with
Considering the path following controllers, the “Pure pursuit” shows oscillation around the path, at higher speeds, this is caused by the extent of the lookahead distance. The pure pursuit controller, the oscillation is so great that path tracking in not feasible, the kinematic model just shows overshoot at the corners.
oscillation can be reduced by increasing look-ahead, but this would result larger lateral difference from the path. The Stanley controller shows more accurate path following, at higher speed it shows overshooting. The lack of this controller is too unsuitable for reverse driving, and the further increase of the k factor results oscillation around the path.

10. ACKNOWLEDGMENT

The project has been supported by the European Union, co-financed by the European Social Fund. EFOP-3.6.2-16-2017-00002.

11. REFERENCES


POSSIBLE CAUSE OF AN INTERNAL LEVEL CRASH, ’95 KOBE EQ

Ferenc KOLONITS

Budapest University of Technology and Economics
Faculty of Transportation Engineering and Vehicle Engineering
Department of Aeronautics, Naval Architecture and Railway Vehicles
Muegyetem rkp 3, Budapest H-1111 Hungary
kolonf@mail.iif.hu
+36(1)463 1939, fax +36(1)463 3080

Received: November, 6, 2018

ABSTRACT

On 1.17, 1995, a great earthquake struck the Kobe-Osaka area (Hyogo-ken Nambu Hansin Daishinsai). It caused great damage both in building structures and human lives. The geology of the area has been being prone to generate EQs, not less than four tectonic plates are meeting here. Therefore, the cause of damages and rules of construction are of prominent interest there, and subject to continuous development. Specific attention has to be given to local anomalies differing with the general “continuous” picture. One of them is the collapse of sixth floor of Kobe Old City Hall, while ones above and under survived without visible damage. There were manifold “root cause” supposed. One may say, the 6-8th floors were annexed later – however, they erected together in 1957. Worth of consideration were that the higher part of the building had been constructed as RC instead of SRC. A further cause to look after were the impact of reflected shear waves from top to down – but the effect does not change along the length of the floor. A possible after-effect of the war bombing can be put aside, because those were made not by ground-breaking explosives, but with incendiary bombs not changing the soil structure. The most promising way for further consideration is the looking at higher vibration modes. The development of fractures has to be re-iterated. As the paper Hong Zuo*, Fangwen Wang* & Teng Hou: An Equivalent Strain Gradient Theory for Evolvement of Damage in Void Material (13th International Conference on Fracture June 16–21, 2013, Beijing, China) describes, the procedure in a body, containing internal cavities, goes as follow. An internal cavity generates stress concentration. At a sufficiently high level, crack(s) start and further on, the cavities merge. The crack starts at the location of maximal equivalent (Hencky) strain and follows its gradient. The frame of the City Hall building can be treated as a one-dimensional beam. The first, second and third modes can be calculated and Huber-v.Mises-Hencky stresses along with Hencky strain had been analyzed in a previous conference paper. The 2. and 3. eigenmodes do not put up any peculiarity around the 6th floor, the first mode is of dominant size and showing local maxima at the top of 6th columns. Therefore, that might be considered as a possible originator of a crash of the sixth floor.

Keywords: earthquake, Kobe, SRC building, mid-level crash

1. THE SEISMIC EVENT

At 5:47, 01.17.1995, a sizeable earthquake of about 15 s duration struck the Japanese city Kobe and its area. Richter magnitude 7.2, Mercalli intensity X-XII, 5000 dead, 26000 wounded and 300000 de-housed, cumulated damage 95…147 md USD. Not less than four tectonic plates met there. The Eurasian and Philippine Sea ones form the Nankai trough between and the Median Tectonic Line along the region. The Kobe-Osaka area resembles as if straddling a powder keg. The course of events had been registered and analyzed in the literature [1]…[5]. However, some details deserve further attention due new publications appearing in the meantime. Since then, there had been seismic events of higher level, say Fukushima, but Kobe exemplified a wide variety of objects concerned. Fukushima as structure withstood a higher-level EQ, there its influence on nuclear process turned out to be critical. The variety mentioned above indirectly pointed at by the high Mercalli intensity and moderate Richter magnitude. This can show that a good part of area stricken is of low resistance...
structures. Besides of modern buildings and infrastructure, there was an Old City area, really razed down.

![Fig. 1 The tectonic structure around Kobe](image)

**2. THE CHARACTERISTICS OF THE EARTHQUAKE**

The effects of a seismic event can be represented with response spectra, i.e. maximal displacement etc. as function of eigen-frequency of the structure concerned.

![Fig. 2 Surface velocity response spectra](image)
The Fig.2 shows that the Kobe EQ is powerful enough with respect to usual reference EQs. A distinctive feature is that long periods put up high response values, i.e. structures with low eigen-frequencies would be more shaken. This is the case of traditional Japanese houses with flexible bamboo piles and heavy roof more stable against taifun. On the other hand, these results lower eigenvalues and higher EQ loads – that is, why the Old Kobe area suffered great damages.

![Fig. 3 Damaged buildings of various ages](image)

The damage picture reflects the customs and standards of planning/building time. Typical milestones are shown on Fig.3. The part Nr.1 shows a traditional structure. As mentioned above, it most likely ends in a total crash. Following the catastrophic EQ in 1923, began a systematic work of summarizing the rules for a safer practice and continuously including lessons might be drawn. The experiences and theory development led to establish better based design rules in the 60-70th years. The item Nr.2 had been built already under them. It stood against the impact, with some mid-height damage or collapse. In 1981, the theory and technology being further developed, the rules followed them again. The high buildings could survive then with no visible damage.
The over-all damage would appear as consequence of constituent ones. Fig.4. shows some typical cases of. They can be considered mostly buckling and shear. Fig.5 depicts a more complex case, where the over-all deformation would build up from those of (homogenous) substructures. One of the most interesting damage cases is the localized one of Kobe Old City Hall. There, the 6th storey completely wiped out, while the other levels did not shown conspicuous fault.
Fig. 6 shows the Old City Hall from two directions. The 6th storey crashed and the part upwards shifted as a whole.

3. THE SIMPLIFIED MODEL OF THE CITY HALL

The frame of the building consists of 8 horizontal storey plates and 72 vertical columns. The plates are relatively stiff, they would move horizontally, the columns underwent double bending. The M masses of floors, beams etc. are evenly distributed among the 72 columns of inter-storey support. The final model will be a vertical beam of elastic columns with point masses, clamped at the bottom, free at roof level. Details from an approximate calculation are shown in Tab.1. Here, M means the mass of the storey parts, L the heights, and a*a the cross section area of the substituting beam, respectively. The numbering there refers to the levels. In the last two columns, ω and T are the eigen-frequencies and cycle times, numbered in sequence.

Previous analysis [6] showed, that the responses pertaining to eigen-forms 2,3 and higher, are less than 20% of the first one. Thus, influence of the first eigen-form seems to be decisive.

The Fig. 8 shows the spectral displacement spectrum. It can be seen that in the first eigen-form an overwhelming response were given.
Fig. 7 Beam-and-point-mass model of the City Hall

Table 1. Storey data of Kobe City Hall and angular eigen-frequencies/cycle times

<table>
<thead>
<tr>
<th>Nr</th>
<th>M[kg]</th>
<th>L[m]</th>
<th>a[m]</th>
<th>ω[1/s]</th>
<th>T[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27479.2</td>
<td>4.15</td>
<td>1</td>
<td>13.789</td>
<td>0.4557</td>
</tr>
<tr>
<td>2</td>
<td>31598.6</td>
<td>4.2</td>
<td>1</td>
<td>32.544</td>
<td>0.1931</td>
</tr>
<tr>
<td>3</td>
<td>31598.6</td>
<td>3.65</td>
<td>0.85</td>
<td>52.581</td>
<td>0.1195</td>
</tr>
<tr>
<td>4</td>
<td>31598.6</td>
<td>3.65</td>
<td>0.85</td>
<td>71.104</td>
<td>0.0884</td>
</tr>
<tr>
<td>5</td>
<td>31598.6</td>
<td>3.65</td>
<td>0.85</td>
<td>83.356</td>
<td>0.0754</td>
</tr>
<tr>
<td>6</td>
<td>31598.6</td>
<td>3.65</td>
<td>0.65</td>
<td>109.80</td>
<td>0.0572</td>
</tr>
<tr>
<td>7</td>
<td>31598.6</td>
<td>3.65</td>
<td>0.65</td>
<td>139.02</td>
<td>0.0452</td>
</tr>
<tr>
<td>8</td>
<td>26645.8</td>
<td>3.8</td>
<td>0.6</td>
<td>158.69</td>
<td>0.0396</td>
</tr>
</tbody>
</table>

Fig. 8 Displacement spectrum of the model on Fig.7.

The modal analysis had been reconstructed with MSC Patran/Marc. The first eigenform is shown on Fig. The first natural frequency is 2.37392, the one from the Tab. calculation were 2.1944 (difference 8%). At the 6th storey there is a more intense local deformation.
4. POSSIBLE CAUSE OF THE “ISOLATED LOCAL” DAMAGE

4.1 Theories

- The 6-8th floors are structurally differing with the ones beneath. It had been thought that they were annexed later. However, all the building had been erected together in 1957. A structural difference was that the SRC had been continued upwards RC.

- The horizontal EQ shear waves could be reflected from the top of the building and the interference with the following ones might generate overload. A similarity can be thought with the HESH armor piercing shot. That generates a pressure wave on the armor, which turns around to traction on the inner surface and this generates an internal crack. However, if a shear wave turned around, the nature of risk remains essentially the same.

- An idea has been emerged, that the intensive bombing in the final phase of WW2 changed the soil properties beneath. There are examples, where alterations made by human or natural processes exerted influence on EQ characteristics (i.e. the lake sediment under Mexico City). However, the bombing had been made by incendiary attacks. These had been fatal for buildings and human lives but cannot change the soil structure.

- There had been remarks made that higher eigen-forms may influence the special behavior of the 6th floor. However, above it has been shown, that these influence is small if any related to the first one.

4.2 Looking for possible sources of damage

Theories are there enough, and further ones are in statu nascendi. A conference paper [7] offers a possibility to adapt it onto the damage process at hand. The starting step is a fatigue test of a plate stripe with two bored holes and pulsated along its length. The result as can be awaited is a pattern of cracks starting from the holes and meeting each other up to break.
The material is seemingly continuous, but its microstructure puts up crystals and voids. These voids are prone to form stress concentrations and cracks can start from. The fundamental question of fracture mechanics is, where begins a crack and in what a direction continues. The results led to a consequence, instead of classical criteria based on stress, these processes are governed by equivalent strain (This latter cannot be fully identified from the paper, most likely its structure is similar to the von Mises stress). The theorem pronounced: a crack begins where the equivalent strain is a local maximum, and it propagates in the direction of negative gradient of.

Fig. 10. shows the MSC Marc strain result of the first eigen-form, summarized according von Mises rule. At the top of the 6th floor, the strain shows up local maximum, up- and downwards the strains are diminishing. The RC structure contains voids enough. According the above outlined theory, the top of the 6th floor is susceptible to incipient cracking. On the other hand, this is a typical deterioration form of concrete.

5. SUMMARY

The analysis of a seemingly special fault gave an interesting by-product. Engineering structural analysis mostly based on stresses and damage forms related to. There are structures, however, mostly built of more rigid materials, where crack developments and fracture mechanics approach are decisive. Most likely, the special damage of Old City Hall of Kobe had been at least partially caused by such effects. Apart from the example set by this event, that calls attention a more systematic study of strain effects being preferable.
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ABSTRACT
Designing a crankshaft is even now a very complex and complicated task. In four miscellaneous group the influencing factors can be classified. In the first group the factors associated with the materials are taken into consideration (composition, basis of failure etc.). The second group embodies the issues in connection with the manufacturing process (method, heat treatment, surface roughness etc.). The environmental and operational effects are taken into account in the third group (temperature effect, stress state, loading system, analysis of forces and moments loading the crankshaft etc.). The design parameters of the crankshaft are in the fourth group: size, shape, speed etc. This paper would like to draw the attention on the importance of this parameters, because a FEM-analysis and its results can not directly reflect on these effects, although they have a very great influence on the crankshaft life cycle, fatigue and damage accumulation.

Keywords: crankshaft, design, material, manufacturing, stress, fatigue, FEM-analysis

1. INTRODUCTION
The crankshaft of an internal combustion engine is undoubtedly one of the most important part of it. It basically determines the reliability and the life cycle of the engine. The complicated design of the crankshaft and the loadings acting on it make a little bit challenging the design process. Although over the decades several methods have been elaborated for designing a very rugged and reliable crankshaft several parameters and effects strongly influencing the adequate design of the crankshaft remained and in this article these attributes will be addressed.

2. INTRODUCTORY REMARKS
It is well known that the basic ageing process of the crankshaft is the fatigue caused by the varying forces and moments. If the basic characters of the loadings of a crankshaft are analysed than it can be stated that the forces are the radial, tangential forces, the supporting forces at the journal and the crankpin bearings, at the mounting surfaces of the crankcase respectively. The moments are the useful moment of the engine due to the tangential forces, the loading moment exerted by the driven machine, the tilting moment coming from the normal component of the resultant forces acting on the piston. Some additional loads can originate from the operational circumstances and the vibratory effects which have to be carefully analysed and computed. In this paper the attention is primarily devoted to the strength problems. The crankshafts nowadays are manufactured from alloyed, high-strength steel or high-strength nodular cast iron. To take into consideration of the material parameters needs a very careful investigation and sometimes very deep practical experiences.

3. LOAD-STATE DISTRIBUTION FUNCTION
The most realistic and reliable basis of the designing of a crankshaft is the so-called load-state distribution function of the engine. Such a function can be seen in Figure 1.
It had been elaborated based on the data gained from a diagnostic data logger of a diesel-electric locomotive.

![Fig. 1 An example of a load-state distribution function [1]](image)

The heights of the columns give the relative frequencies of the load-states above the external characteristics of the engine. It can and must be stated, that the results are in compliance with the practical experiences.

From the mean effective pressure of the engine and the RPM of the engine the working cycle can be derived. Every column in the Fig. 1. determines a load-state of the engine and taking into consideration the internal characters of the engine (gas-exchange process, valve timing, the parameters of crank mechanism etc.) the loading of the crankshaft can be computed.

4. THE MATERIAL CHARACTERISTICS

Now two material grade are used for manufacturing a crankshaft. The most important material is the alloyed high-strength steel which is generally press-forged. The other one is the high-strength nodular cast iron which is used for moderate stresses and quite balanced loadings.

In Fig. 2. the well-established Ramberg-Osgood material law can be seen for the two material grades with the data of [2]. Based on the curves the strain-hardening effect of the materials can be recognized. An important consequence is that the assumption of the linearity is only for the relatively small deflections adequate. But the attention should here be drawn that the material parameters should be very carefully determined.
5. ANALYSIS OF THE STRESS STATE

On the basis of the loadings of the crankshaft the stress state of the cross section being computed can be analyzed.

Due to the relatively complicated shape of the crankshaft its stress state is quite complex. In the Fig. 3. the stress state of the crankshaft for the middle of the crankpin is depicted in polar-coordinates. It can be recognized that it is a multi-axial stress state.
It has been mentioned that the basic ageing phenomenon of the crankshaft is the mechanical fatigue due to the fact that the loadings have a strong time-dependence and angular position dependence. In the following homogeneous, isotropic materials are considered.

6. DIMENSIONING APPROACHES

The dimensioning methods can be classified into two main categories:

1. deterministic approach,
2. probabilistic approach.

6.1. The deterministic approach

Within the first category the following three subcategories can be identified:

1. stress-life (fatigue strength approach),
2. strain-life (fatigue life approach),
3. fracture mechanics (damage tolerant approach).

Generally speaking the stress-life approach is used mainly for the high-cycle fatigue, the strain-life approach is applied preferably for the low-cycle fatigue. The standing point of the fracture mechanics is that there can be material defects in a raw material too. That is the reason why this method is referred to a damage-tolerant approach. In the next figure some of the fatigue criteria used in the practice is visualized which is naturally applied in the case of the stress-life approach. It is well impressive that there are relatively large differences between the several curves.

Fig. 4 The miscellaneous fatigue criteria used in the technical practice [4]
In the figure the $S$ letter stand here for the several material strengths. The $\sigma$ provide the stresses exerted by the loadings in the material.

Fig. 5  Master fatigue diagram for an alloyed steel [4]
As an example in Fig. 5, the so-called master fatigue diagram of an alloyed steel is depicted in normalized scales. It is a very compact and informative summary of the fatigue parameters.

Fig. 6  The stress theories versus normalized equivalent stress [4]
In case of a plane stress state the several stress theories are depicted in the same diagram. The attention should be drawn that the choice of the stress theory (for example the hydrostatic stress sensitivity, out-of-phase conditions etc.) to be used needs to be thoroughly thought over.
In case of such a material which behaves different when being tensioned or compressed, as it is the case of the nodular cast iron and partially alloyed steels further investigation should be made whose results can be shown in Fig. 7.

![Fig. 7 The stress theories versus normalized equivalent stress in case of asymmetrical material behaviour [5]](image)

The Miroljubov and Bolotin stress theories take into account the hydrostatic stress and the octahedral shear stress but Bolotin made the assumption that the equivalent stress is proportional the square of the octahedral shear stress. In the picture the $\psi$ gives the ratio of the ultimate tension strength and the ultimate compression strength. The envelopes of the allowable stresses are shown in Fig. 6 and 7, corresponding to the stress theories and material characteristics used here.

![Fig. 8 Strain amplitude versus reversals to failure [6]](image)

It has been mentioned that the strain-life approach is primarily usable for the low-cycle fatigue computation. In this case the total strain is divided into two parts namely the elastic and plastic strain. The following equation is the most known relationship called
Coffin-Manson equation for taking into consideration the material parameters and the stress:

\[ \frac{\Delta \varepsilon}{2} = \frac{\sigma_f'}{E} \cdot (2 \cdot N)^b + \varepsilon_f' \cdot (2 \cdot N)^c, \]

where

- the **fatigue ductility coefficient** \( \varepsilon_f' \) is the true strain corresponding to fracture in one reversal. The plastic-strain line begins at this point,
- the **fatigue strength coefficient** \( \sigma_f' \) is the true stress corresponding to fracture in one reversal. Note that the elastic-strain line begins at \( \sigma_f/E \),
- the **fatigue ductility exponent** \( c \) is the slope of the plastic-strain line and is the power to which the life \( 2N \) must be raised to be proportional to the true plastic strain amplitude. If the number of stress reversals is \( 2N \), then \( N \) is the number of cycles,
- the **fatigue strength exponent** \( b \) is the slope of the elastic-strain line, and is the power to which the life \( 2N \) must be raised to be proportional to the true-stress amplitude.

This relation shows how the strains and stresses can be interconnected.

The fracture mechanics reflects to the fact that a material ready for installation contains a some extent of defects. In other words the ageing process is considered to be basically a crack-propagation process. To conduct this another types of material parameters should be determined for numerical calculations.

![Fig. 9 The modified Kitagawa-Takahashi diagram [7]](image)

In Fig. 9, a special summary is given about the zones differing from each other in the crack length and the stress ranges in the log-log scales.
6.2. The probabilistic approach

The most advanced and a relatively new method is the probabilistic approach. It tries to take into account all uncertainties associated with the loadings, the stress state, the stress gradients, the crack initiation, the fatigue process, the damage accumulation, the processing of experimental data etc.

![Probability density functions for stress and strain](image)

Fig. 10 Probability density functions for stress and strain [8]

In the deterministic approach the safety factor corresponds to the strength reserve. But in the opposite way when the probabilistic way is used the difference between the strength and the stress is the margin of safety. If it is negative the part is expected to fail. Based on this the reliability of a component can be interpreted as the probability that the margin of safety is higher than zero.

![The complete fatigue diagram](image)

Fig. 11 The complete fatigue diagram [8]
In the probabilistic approach the three basic questions are to be answered:
1. Fracture possibility,
2. Stress over one cycle,
3. Life-cycle, the total number of the load cycles survived.

In Fig. 11 the complete fatigue diagram is shown. In this diagram \( P \) stands for the fracture possibility, \( S \) stands for stress over one cycle and \( N \) is the life-cycle.

7. CONCLUDING REMARKS

On the basis of our investigations the following conclusions can be drawn:
1. The crankshaft is a very complicated and one of the most important component of an engine.
2. This component needs to be designed in a very comprehensive manner.
3. The choice of the adequate methods and parameters is vital for designing a rugged, reliable crankshaft.
4. Although several methods had been elaborated for the crankshaft design, no general method can be given for the dimensioning.
5. Over the design process every choice has to be done very carefully.
6. In the near future the even greater importance of the probabilistic method can be expected.
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ABSTRACT

Electronic Control Units (ECUs) are critical components of the vehicle operation, as they control important safety functions such as the Anti-lock Braking System (ABS). Thus they have to meet several criteria: they have to be able to operate even in harsh conditions while environmental implications and the suitability for high volume manufacturing should be taken into consideration as well. Therefore heat management becomes a central problem, since it has a significant impact on the reliability and durability of the system. Electronic modules in vehicles are usually sealed to prevent moisture or dust from entering the unit. Thus convection cooling of the system is compromised and conduction becomes the dominant way of taking the heat away from the Printed Circuit Board (PCB). Normally the heat is transferred through the enclosure of the ECU to the vehicle structural body. It can be seen that the materials used in the ECU are an important part of the thermal considerations, choosing a good conductor as the enclosure material eases thermal management of the system. Even so manufacturers would like to reduce product cost, and for that reason substitute the metal (e.g. aluminium) parts with economically better performing - cheaper and lighter - plastic parts, even though their thermal properties are not ideal. In such situations it is extremely important to analyse whether the new design can still accurately take the heat away from the electronic components. Thermal simulation of the system can be a key in the redesign process, in case a fast and reliable simulation tool is available to check the thermal performance of different concepts. Here a simulation process is presented along with validation to demonstrate its capabilities of predicting system behaviour in the described situation. Therefore the original design was simulated, and the simulation results were validated with several measurements. Through this process the accuracy of the simulation was ensured, and the new design could be evaluated with the help of the introduced simulation method.
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ABSTRACT

The issue of safety is of increasing importance also in the automotive industries. This includes making driving and the components, their architecture safer. This latter, system safety, depends strongly on the failure probability of individual components and how it handles different faults, errors and failures. In wide interpretation, under the notion of dependability, system safety expresses operation without catastrophic events harming users and the environment, while reliability and availability present the continuity in system readiness. Reliability is more precised concerning its time dependence from which availability can be derived. In today’s automotive industry, companies are organized into simultaneous engineering teams to develop their new products. The new way of doing business enables some companies to develop their new products quicker, cheaper with higher quality and reliability. In the past years there has been the tendency to increase the safety of vehicles by introducing intelligent assistance systems that help the driver to cope with critical driving situations. These functions are characterized by the active control of the driving dynamics by distributed assistance systems, which therefore need a reliable communication network. Electronic components controlling these functions, are safety-critical. However, the assistance functions deliver only an add-on service in accordance with a fail-safe strategy for the electronic components. If there is any doubt about the correct behaviour of the assistance system, it will be switched off. For by-wire systems without a mechanical back-up a new dimension of safety requirements for automotive electronics is reached. After a fault the system has to be fail-operational until a safe state is reached. In this paper different available methods are going to be presented investigating the adaptability to vehicle systems with complex interconnections.

Keywords: reliability, safety, vehicle system, complex interconnection

1. INTRODUCTION

This paper is closely connected to EFOP project called Dynamics and Control of Autonomous Vehicles meeting the Synergy Demands of Automated Transport Systems (EFOP-3.6.2-16-2017-00016), in which the following research consortium is taking part: Széchenyi István University, Neumann János University, Dunaújvárosi University and Óbudai University [6].

The aim of the research is to elaborate mathematical methods and procedures which support design of technical systems and system elements with increasing complexity introduced in autonomous vehicles and transportation systems taking into operational safety and maintenance risk factors into account. This includes investigation of reliability and development of the joint risk assessment methods of vehicle sensor networks.

Nowadays one of the most important social issues is safety reliability and risk. These highly affect engineers and experts who design and operate different technical systems based on their specializations.

The main research aim of the authors is elaborating and studying applicability of different mathematical solutions and well-algorithmizable models for supporting decision making in reliability and safety engineering of vehicle systems with complex
interconnections e.g. vehicle sensor networks. Beyond introducing the project the paper presents the topics mentioned above.

Determinant target of the project is to improve research and development conditions in human resources and services. In order to provide proper dissemination and long term financing strong cooperation with economic sphere is inevitable thus it is need to be strengthened and facilitated.

Long term goal of common research of the consortium partners is that with common force they can have a more active and initiative role in creating knowledge based economics and enhancing research and development potential in Hungarian higher education. Based on the created new knowledge bases participation and cooperation in international networks is initiated. Short term goals are cooperation in network and forming common research groups by harmonizing capacities of which synergic effects can multiply the actual individual potentials of the institutions [6].

Concrete goal of the research is that the partner institutions gain significant results in control and communication of autonomous vehicle and vehicle systems. Seven joint research areas were assigned by the partners, which are structured in three main research directions. The method is based on integrated approach and interactions of related research problems focusing on cooperation based on mutual strengths and common human resource development.

According to different technical-economic analyses the following prerequisites are needed for autonomous transport with reliable and available operation:

- On-board environmental observation technologies working properly in different conditions.
- High precision localization technologies, which can complete sensor data with geographical information during decision making and organize, select and prepare them for the perception system according to their spatial connection.
- Communication technologies which make information connection among traffic players, the related infrastructure and the environmental elements in general.
- Perception methods, which enable to analyze decision making situations in real time based on sensor and communication data and support control system adapted to the given situation.
- Low level vehicle control algorithms with complex, local controlling operation of each vehicle including actuator operation by real time decision making based on perception algorithms in order to fulfill the transport mission safely determined for the vehicle at a required performance.
- High level vehicle control making vehicle group control possible along general aspects by and in the interest of real time complex traffic control solutions and achievement of global optimum conditions.
- Application of innovative materials, vehicle drive and fuels with better adaptability to total automatization.

The goals are defined by the scientific application and they are unambiguously determined also adjusted to concrete project goals.
In this paper two different available methods are going to be presented investigating the reliability to vehicle sensors as systems with complex interconnections.

2. DEPENDABILITY AS GENERAL RELIABILITY

In wide interpretation, under the notion of dependability (general reliability), inspiring trust in system service, system safety expresses operation without catastrophic events harming users and the environment, while reliability and availability present the continuity in system readiness. Reliability is more precised concerning its time dependence from which availability can be derived [11].

To increase reliability of a given system more features and parameters of reliability can be determined in order make it measurable. The following notions give an insight into these system features: Reliability has several kinds of definitions and all of them give a general operation statement about system functioning: ‘the probability that…’ ‘a unit will function normally when used according to specified conditions for at least a stated period of time’ or ‘a component (or system) can perform a required function under stated conditions for a given period of time’.

There is a quite wide range of calculation with time concerning failure from different aspects. The following determinations are also used in evaluation, e.g. Mean Time Between Critical Failures (MTBCF), Time Between Failure (TBF). Determining the Mean Time Between Failures (MTBF) for highly redundant systems is an extremely tedious, if not mathematically difficult process. These systems are typically characterized by hierarchical application of nonidentical component (k of n) reliability calculations. Multiple levels in the hierarchy and large values of k and n make this calculation nearly intractable.

![Fig. 1 System lifecycle statistical parameters](image)

The Fig. 1 illustrates the measures like MTTFF (Mean Time To First Failure), MTTF...
A system with high reliability may not necessarily be highly fault-tolerant. It is desirable to have a redundant system reconfigured so that it can tolerate a large number of faults. In many critical applications, fault-tolerance has been essential architectural attribute for achieving high reliability. Redundancy is provided on a massive scale in critical systems requiring ultra-high reliability. The massively redundant schemes are of two types: fault masking and standby redundancy. Interestingly, in these schemes, the number of faults that are tolerated is very small compared to the number of redundant modules employed. This implies a large cost to reliability ratio.

Design redundancy requires that a failure in one function does not impair the system’s ability to reconfigure to an equivalent back-up function. Redundancy can be used at hardware level, software level or in time, but it is now well-accepted that computer systems cannot achieve the required reliability and fault-tolerance without employing redundancy in their structures. Differences can be made between active (‘hot’) and passive (‘cold’) operation implementations. While the former means simultaneously functioning in the ‘background’, the latter interprets inactive functionality, which is switched on when the primary means of performing the function fails.

Because electronics can fail suddenly and without warning, redundant and fault-tolerant systems are traditionally used for safety-critical functions, such as in aerospace. The obvious benefit of redundancy is that it provides a back-up to a failed component. In avionics safe-life systems are required since there should not be possibility of error due to faults. As it is well-known, no aircraft has ever remained in the sky, so it should continue flight until it can land.

### 3. SYSTEMS WITH COMPLEX INTERCONNECTION

The sensors used in automotives can be modelled as Bridge Structure Systems (BSS). The BSS shown in Figure 2 has five elements, \( A; B; C; D; E \). Their reliability can be characterized by reliability \( r_i \in L \) and probability of failure: \( p_i \in L \), where \( L \) is set of Latin characters \( A; B; C; D; E \).

![Fig. 2 Reliability Block Diagram of BSS](image)
Table I Truth Table of BSS

Table II. shows the probabilities of failure of elements the investigated BSS [8]. The elements have only two – operating and non-operating – states. In case of operating state an item is performing its required function. If an item is in non-operating state, it is not performing its required function. Sum of probabilities of operating and non-operating should be unity:
One of the approaches to correctly compute the unreliability of BSS is the summation of the probabilities of all non-operating system states of the investigated sensor. A table listing the probability of each possible state for a system is frequently referred to as a truth table. The elements and the complete system can be operating (designated as the 1 state) or non-operating ones (designated as the 0 state).

The possible system states are summarized in the form of a truth table, shown in Table I., with each element being assigned either an operating or a non-operating state. The \( Q_j \), \( j \in N \) column lists the probabilities of each of the system states. Since the table covers all of the possible combinations, the sum of all of the state probabilities should be 1.

The state probabilities resulting in an operating system are included in the rows 6; 8; 11; 12; 14; 15; 16; 22; 23; 24; 26; 27; 28; 30; 31 and 32. The sum of the operating system state probabilities included in this column is the reliability of the system. The Table II shows system reliabilities \( R_{sys} \) in case of different reliabilities of element \( r_i \).

<table>
<thead>
<tr>
<th>( r_i )</th>
<th>( R_{sys} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.9785</td>
</tr>
<tr>
<td>0.95</td>
<td>0.9948</td>
</tr>
<tr>
<td>0.99</td>
<td>0.9998</td>
</tr>
</tbody>
</table>

Table II System Reliabilities in Cases of Different Reliabilities of Elements

4. MONTE-CARLO SIMULATION

Aleatory uncertainty is an inherent variation associated with the investigated vehicle system or its environment. It is also called as variability, irreducible, random uncertainty or (in the control theory) parametric one. Aleatory uncertainty is primarily associated with objectivity. Its possible „engineering“ sources:
- incorrect measuring;
- measuring noises;
- discretization;
- strong statistical information;
- sparse statistical information;
- using of linguistic data;
- selecting the appropriate database;
- manufacturing anomalies.

One of the most well-known probabilistic uncertainty investigation methods is the Monte Carlo simulation. The “classical” Monte Carlo simulation is used as an uncertainty analysis of a deterministic calculation because it yields a distribution describing the probability of alternative possible values about the nominal (designed) point. The name Monte-Carlo was applied to this class of mathematical methods by scientists.
working on the development of nuclear weapons during the Manhattan Project in Los Alamos. All Monte-Carlo Simulations have the following common features:

1) A known \( f(x) \) probability density function over the set of system inputs.
2) Random sampling of inputs based on the distribution specified in feature 1) and simulation of the system under the selected inputs.
3) Numerical aggregation of experimental data collected from multiple simulations conducted according to feature 2).

<table>
<thead>
<tr>
<th>Gauss distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
</tr>
<tr>
<td>C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weibull-distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
</tr>
<tr>
<td>D</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uniform distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
</tr>
</tbody>
</table>

Table III. Used Distribution of Reliabilities of Elements

Numerical experiments of Monte-Carlo Simulation lead us to run the simulation on many sampled inputs before we can infer the values of the most interesting system performance measures. At its heart it is a computational procedure in which a performance measure is estimated using samples drawn randomly from a population with appropriate statistical properties. The selection of samples, in turn, requires an appropriate random number generator.

During our investigation the number of samples was 500,000. The table III. shows the used distribution and their data. Fig. 3 shows histograms of simulation.

The results of Monte-Carlo Simulation method can be used:

- for analyzing of reliability of bridge structure sensors;
- for estimating the availability and Required Number for Spare Part depending on required estimating uncertainty;
- for assessing the Numbers of Failures depending on required estimating uncertainty.

**5. CONCLUDING REMARKS**

The Dynamics and Control of Autonomous Vehicles meeting the Synergy Demands of Automated Transport Systems (EFOP-3.6.2-16-2017-00016) project was introduced in this paper. Within the project the Óbudai University, Institute of Mechatronics and Vehicle Engineering is examining sensor networks and systems including their reliable and safe operation.

The aim of the Authors’ research is to elaborate mathematical methods and procedures which support design of technical systems and system elements with increasing complexity introduced in autonomous vehicles and transportation systems taking into
operational safety and maintenance risk factors into account. This includes investigation of reliability and development of the joint risk assessment methods of vehicle sensor networks.

The first results of our project form Óbuda University can be read in papers [1]; [2]; [3]; [4]; [5]; [7]; [9]; [10]; [12]; [13]; [14] and [15].

![Fig. 3 Inputs and Result of Monte-Carlo Simulation](image)
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ABSTRACT
Vehicle and transportation systems generally have network structures. During mathematical model-based analysis and synthesis of these systems, it is a key issue the determination of existence of interconnection between the subsystems and components. In cases of integrated and complex systems their exposures can be difficult task because of complexity of interconnections. Graph theory is a well-known mathematical tool; to study interconnections between components of network structure systems. The main aim of the paper is to show an easy-usable algorithm for determination of existence of interconnection (connection matrix) between the network structure system-components. The paper shows the proposed methodology theoretically and through two case studies demonstrating its possibilities of use.

Keywords: transportation; vehicle systems; graph theory; interconnection

1. INTRODUCTION
Graphs are models to study interconnections between components of network structure systems. Graph theory is the historical mathematical background of the modern network's science. Graph theory is one of the tools of the efficient mathematic modelling of the transport and communication systems. The first significant step in the network analysis is the exploration and visualization of the relationship (dependency) between the elements, which can also represent complex interactions among them.

The paper of Lázár-Fülep is closely connected to EFOP project called Dynamics and Control of Autonomous Vehicles meeting the Synergy Demands of Automated Transport Systems (EFOP-3.6.2-16-2017-00016), in which the following research consortium is taking part: Széchenyi István University, Neumann János University, Dunaújvárosi University and Óbudai University. The aim of the research mentioned above is to elaborate mathematical methods and procedures which support design of technical systems and system elements with increasing complexity introduced in autonomous vehicles and transportation systems taking into operational safety and maintenance risk factors into account [3]. This includes investigation of reliability and development of the joint risk assessment methods of vehicle sensor networks [4] [10]. There is a vast literature on graph theory and its applications, including many articles and books. In the book Finke [2] there is a comprehensive theoretical background. Péter has shown a new model developed for complex road networks [7].

The publication of Somosi and Pokorádi introduced the special data connectivity of surveillance systems for Hungarian Air Navigation Service Provider’s (HungaroControl)
remote en-route Air Traffic Services in Kosovo upper airspace by Graph-analysis which is an efficient tool for modelling such a complex transport and communication networks [8].

The paper [6] dealt with a solution of the power supply providers’ practical problem. Its Authors give answer to the question that if an equipment fails in the network then consequently, how many customers are affected by the blackout.

The aim of Pokorádi’s paper [9] was to show a new, easy-usable algorithm for the determination of existence of interconnection between the network structure system-components or states of technical processes. The proposed method is adaptable to the model sensor networks in automotive engineering and to the investigations of their uncertainties and reliability.

In paper of Nagy and Tuloki a real, fully electric vehicle’s sensor and communication network system (Nissan Leaf Z0) is explored, then the wheel speed sensor operation is analyzed, drawing attention to the sensor faults and fault error spreading in the network. Furthermore, the vehicle’s system model will be created and shown, how the sensor faults are built-in into this model [4].

The aims of this paper is to show a methodology of determination of interconnection between the system-components theoretically and its possibilities of use by case studies.

The outline of the paper is as follows: Section 2 shows theoretical background of graph-modell based investigation of systems shortly. Section 3 presents two case studies to demonstrate possibilities of use of proposed method. Section 4 summarizes the paper, outlines the prospective scientific work of the Authors.

2. GRAPH THEORETICAL BACKGROUND

A graph $G = (N,L,f)$ is a 3-tuple (a triple) consisting of a set of nodes $N$, a set of links $L$, and a mapping function $f : L \rightarrow N \times N$, which maps links into pairs of nodes. Nodes directly connected by a link are called adjacent nodes.

The direct links are ignored in the graph's adjacency matrix $A$ – which shows the number of links directly connecting node $i$ to node $j$.

The connection matrix $Z$ contains a 1 in row $i$ column $j$ if one or more links connect node $i$ to node $j$. In other words, connection matrix shows that can we get at node $j$ from node $i$. For example, the connection matrix can be used for troubleshooting or to determine “sink states” of technical processes in engineering practice.

It is obvious that element of the $k$-th power matrix $A^k$ of matrix $A$ shows the number of independent $k$-long paths from node $i$ to node $j$.

The element $H_k$ of

$$H_k = \sum_{n=1}^{k} A^n$$

summarized the matrix of power matrices shows the number of independent, maximum $k$-long paths from node $i$ to node $j$.

Let us generate signum matrix $S_k$ of $H_k$ using following function:
\[ S_k = \text{sign } H_k \quad s_{ij}^{[k]} = \text{sign } h_{ij}^{[k]} \]  

(2) 

If  
\[ A^k = N \]  

(3) 

where \( N \) is zero (null) matrix, then the length of the longest path of graph is \( k - 1 \). The equality  
\[ S_k = J \]  

(4) 

where \( J \) is matrix of ones, means that all nodes have connection with all other ones. 
It is obvious too, that the longest path (circuit which connects all nodes) of graph has equal number of its nodes of graph denoted \( m \). 
Applying the above mentioned three conditions, the connection matrix calculation method can be represented by flowsheet of Fig. 1.

---

The connection matrix \( Z \) shows the interconnection between nodes. But, based upon the investigation of the connection matrix, the 
\[ e = [e_k] \quad e_k = \sum_{j=1}^{m} z_{jk} \]  

(5) 

exposure vector \( e \), and
impact vector \( \mathbf{i} \) can be determined. The exposure vector \( e \) represents the exposedness of nodes, in other words which node depend on the other ones mostly. The impact vector \( i \) shows which node(s) have affect to other ones in the highest degree.

3. CASE STUDIES

To demonstrate possibilities of this method described above, we show two case studies. Firstly a vehicle system (Mi-8 helicopter’s pneumatic brake system) will be investigated by above mentioned graph-theoretical method. Than connection matrix of network of surveillance radars for Kosovo upper airspace air traffic control service will be determined and analysed.

3.1. Pneumatic Brake System of Mi-8 Helicopter

The helicopter Mi-8 Hip pneumatic brake system shown in Fig. 2 by examining the braked state of the system.

![Fig. 2 Schematic Diagram of Pneumatic Brake System of Helicopter Mi-8 Hip](image)

When analysing the braked state of pneumatic brake system, it can be observable that the elements 10, 12 and 13 are considered passive. The filters do not play role in the braked steady state of the system; even the on-board refuelling device 11 has a role only during system maintenance. The one-way valves 9 can also be regarded as passive. But, as they determine the direction of the flow of compressed air in a given pipe section, the graph describing the operation of the system is "directed". Based on the above considerations and the analysis of the function of the components, the graph model of the system can be seen in Fig. 3, using numbering of schematic diagram.
The adjacent matrix of system:

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix}
\]  

(7)

The connection matrix:

\[
Z = \begin{bmatrix}
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\
\end{bmatrix}
\]  

(8)

The exposure vector:

\[
e^T = [6 \ 6 \ 6 \ 6 \ 0 \ 6 \ 6 \ 6].
\]  

(9)

The impact vector:

\[
i^T = [7 \ 7 \ 0 \ 0 \ 7 \ 7 \ 7 \ 7].
\]  

(140)

The following conclusions can be deduced from the results of graph modelling and analysis:
the exposure vector \( e \) shows that the air compressor 5 is not affected by a failure of another element of the system, seeing that \( e_5 = 0 \);

exposedness of other elements are the same – see equation;

the impact vector \( i \) also illustrates that derangement of the pressure gauges 3 and 4 has no effect on the operation of the other elements, because \( i_3 = i_4 = 0 \);

impact of other elements are the same.

### 3.2. Kosovo Upper Airspace Air Traffic Control System

The en-route Air Traffic Services (ATS) in the Kosovo Upper Airspace (Flight Level 205 to Flight Level 660) are provided by HungaroControl Hungarian Air Navigation Service Provider (ANSP) located in a non-neighbouring country 700 km away from the Area of Responsibility. This unique service provision from Budapest Area Control Centre (ACC) is based on purchased data and services of the already existing infrastructure of the ANSPs operating in the adjacent countries of Kosovo. The remote ATS requires full coverage of the Kosovo airspace by redundant networks and connectivity between significant elements i.e. data-sources (radar and radio sites), flight data processing, and controller working positions (user endpoints):

- network of surveillance radars;
- Air-Ground communication lines;
- Ground-Ground communication lines (between ATS units).

![Fig. 4 Datalinks of Kosovo Upper Airspace Air Traffic Services](image)

The absolut radar coverage on certain flight levels in the area are presented in Fig. 5 (measures on FL205, FL340, FL410 calculated by EUROCONTROL software)\(^1\).

---

\(^1\) Flight Level 205-340-410 (6200m – 10500m – 13000m)
Radar coverage (number of layers):

Fig. 5 Radar coverage in Kosovo airspace

Fig. 6 Graph Model of Sureveillance Data Network

P1 – Zagreb ACC (HR); P2 – Jahorina radar station (BiH); P3 – Pristina radar station (KOS); P4 – Ohrid radar station (MD); P5 – Koviona radar station (SRB); P6 – Murtenica radar station (SRB); P7 – Belgrade ACC; P8 – Vitosha radar station (BG); P9 – HungaroControl flight data processing system (MRTS & RFS); P10 – HungaroControl air traffic controllers positions; e1 – e10 – data connectivity
The adjacent matrix of system:

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} \text{(2.1)}

The analysis of the Graph-model by matrix algebra methodology also verified that \(P_9\) node (data processor) is a key element requires redundancy. Occurrence of significant failure or outage in ATM systems has a very low level of risk, but shall not be ignored. One example of an extreme emergency situation is the blackout of the air traffic control tower at Liszt Ferenc International Airport on 07 December 2012 (broken heating pipe caused water damage and short circuit), when airport operations were terminated due to lack of radio-communication and malfunction of controlling systems [5].

Another regional example of the vis-major situation is the Zagreb ACC (\(P_1\) node on the Graph) failure occurred on 30 July 2014. The heavy thunderstorm caused severe flooding, lightning strike and power failure in the operations facility. Disruption in air traffic service provision caused airspace closure and air traffic was onloaded to surrounding ACCs. Airspace was reopened after T+2 hours with 25% capacity reduction and 50% after T+4 hours, while the full (100%) capacity was reached in 2 days [1].

The connection matrix:

\[
Z = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} \text{(3.12)
The exposure vector:

\[ \mathbf{e}^T = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 8 & 9 \end{bmatrix} . \]  \hspace{1cm} (13)

HungaroControl can handle the impacts of an unexpected failure or damage of the ATM systems (certain or all elements of the critical infrastructure), or a pre-planned capacity decrease (due to maintenance work or overhaul) by a coordination process with close cooperation of stakeholders (communication network and radar service providers) by checking the operational status of the systems and the connection lines and harmonizing the timing of the necessary maintenance tasks.

Establishment of redundant radar coverage in the Area of Responsibility requires detailed preliminary calculations and assessments in different layers (flight levels), while level of redundancy (e.g. number of radars for coverage, independent data connections) shall minimize/eliminate safety risks. The purchased data provided by redundant sensors (primary and secondary radars) from adjacent countries also determine unit costs (en-route fees that airspace users pay for ATS provision). System maintenance and development plans should be synchronized and coordinated (in accordance with the contractual obligations).

5. SUMMARY, FUTURE WORK

This paper showed sortly an algorithm to determine the connections between the network structure system's components or states of technical processes. Using the proposed method it is possible to determine the connection matrix of investigated systems if its adjacent matrix is known.

The first case study demonstrated possibility of use of method shown in section 2. It is true that the investigated vehicle system is not too complicated. But, in case of a more complex system, like a bigger graph, deducing conclusions is not easy, therefore the application of the proposed method is necessary.

In his future work, the Author proposes to develop other mathematical models and tools to investigate vehicle sensory networks for investigation of their reliability and dependability based on investigation of Tuloki and Nagy [4] [10].

The second case study introduced graph modeling-based analysis of network of surveillance radars of Kosovo upper airspace air traffic control system. In the aim of the complete modelling of the Kosovo ATS solution, further assessments are required, as the Multi Radar Tracking System (Kosovo Automated and Integrated ATM System – KATIAS, \( P_7 \) point in the chart) has three redundant elements: Master and Slave and their backup systems (Radar Fallback System – RFS).

Feasibility of remote ATS technology also requires analysis of the linkage between the above mentioned data processing systems and the air traffic controllers working position (\( P_9 \) and \( P_8 \) points with \( e_9 \) link in the Graph-model). In reality \( P_8 \) means 4 working positions in HungaroControl’s operations room: 1-1 EC (Executive Controller) and 1-1 PC (Planning Controller) positions to provide 2 sectors in the Kosovo airspace.
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ABSTRACT
The actual railway vehicle maintenance issues have changed compared to the last century. Market participants can also provide a satisfactory response to repair functions. Of course, it is unchanged that each operator works with different circumstances, environmental impacts may be different, and the mileage is greatly influenced by these. Market players therefore offer customized repair services. Customization is done on the basis of test results, especially the various ratings of the force transfer elements are the subject of consideration when, for example, the overhaul of the bogie is due. The line of thought described here covers the method by which a good estimate of the service life of a component can be given, depending on the size of the railway fleet operated.

Keywords: bogie revision, tailor made products, part lifetime determination, deterioration curve, fleet size, risk maintenance strategy, component lifetime extension, customized repair technical content, service fleet size dependent repair

1. INTRODUCTION
More and more emphasis is placed on the development of state-of-the-art testing systems that create modern railway vehicle maintenance strategies. Operators are increasingly looking for sustainable, reliable, low-cost solutions. The Original Equipment Manufacturer already determines the revision cycle time of the running gears and bogies at the time of manufacture, but of course, as new products, the technical content and cycle time of the revision may differ depending on the operating conditions. This train of thoughts provides a comprehensive analysis of possible data collection methods for related operations, possible ways and principles for determining the continued usability of individual components.

By way of example, mention is made of rubber-metal elements used in both primary and secondary suspension elements, parts of longitudinal force transfer elements, rubber-metal elements, which may remain in the function of even one revision cycle, up to an additional one million running kilometers. Based on the test parameters of each component, test procedures can be developed and, in the light of the test results, if the component has the option of continued usability, additional simple technological steps may be taken, including the involvement of component manufacturers to determine the features and criteria of a component for further usability, or just need to be replaced. For each parameter, further usability criterion values are determined, which results in a diagnostic database for a series of tests and their results. In addition to rubber-metal elements, the subject of the study, including the rating of wheel-mounted brake discs, and the comparability of parameters of the same type of system components operated by several other operators, is also included.
2. PURPOSE OF TESTS

The purpose of the state-of-the-art vehicle maintenance philosophy is to monitor the operation of individual components as individuals and keep them in operation until certain parameters reach their operational limit values or exceed the criteria. The basic goal of study can be specified as to create better vehicle parameter features with focusing on the application and the application of diagnostic processes in maintenance. The characteristic space of parameters shown in Fig. 1 for general treatment of system deterioration describes the stochastic process of system deterioration. Parameter space ‘P’ is set of vectors, in which set the time-dependent parameter variations emerge as in-space curves:

\[ \mathbf{p}(t) \].

The sub-vectors of \( \mathbf{p}(t) \) contain the masses, moments of inertia, stiffness, damping and unique operational characteristics of the considered vehicle-dynamical system. Determining the actual technical configuration of dynamical system the goal is to settle, the time dependent motion-state vector as time-function:

\[ \mathbf{Y}(t) \].

The continuous slow deterioration in technical state is time-dependent and is reflected also in the variations with time of the parameter vector \( \mathbf{p}(t) \).

With application of above designations, the change of technical change (i.e. sub-system feature of wheel profile alteration) can be represented by the following mapping:

\[ \mathbf{p}(t) = \mathbf{W}, \mathbf{Y}(0) \].

Here, the \( \mathbf{W} \), represents the technical state deterioration (can be the wear) operator (on the basis of description [2] p.255). Thus the actual technical state is fed back to the initial motion state \( \mathbf{Y}(0) \) of the dynamical system considered. On the basis of the above described principle, the original manufacturers of bogies and their components provide life expectancy and replacement cycle data. The individual tests may be carried out by the manufacturers of the components or by another independent company, respectively. Uniform test results are classified into three simple categories. The purpose of such a simple classification is to determine whether a given part can be used without restriction, for further use, or, where appropriate, for no longer to be used.

It is necessary to distinguish “special” damages from the process of damage due to normal operational failure. These are exceptional issues that need to be treated as out-
liers when evaluating results as a statistical population. Of course, these component parts fall into a clearly unavailable category, but they do not form part of a large number of outages due to operational wear. Consequently, the results of these tests provide the basis for further usability classification. For example, components that were previously considered mandatory by the previous manufacturer’s specifications for revision, and the results of the tests may indicate that they may serve as a further revision cycle time, result in significant cost reductions. These have an impact on future computable costs, on their distribution and the realization of the total life cycle cost. Certain technological steps, maintenance and repair tasks of the maintenance can be reworded or rescheduled.

The following can be reported along the lines of traditional maintenance strategy. The physical process of normal damage, the process of destruction, deterioration, is controlled by test tasks. The regularity of tasks defined for each subspace group gives a cycle. Compared to the status-based strategy, the Critical Criteria for specific tests must be designed to exit traditional task lists as compared to the standard tasks. The task list defined for a specific component group at a given time is made as a technical content depending on the inspection and test results. The age of vehicles is also a determining factor. If we want to define the first technical (approx. 1 million km) or second revision technical data for certain group of components like bogies from production, the vehicle fleet size and age matters. The Life Cycle Cost (LCC) of a given component group is assessed and determined by the method of determining the life of the parts assigned to the product. Production (design) data is possible by reconsidering data from certain substructures, such as component level lifetime extensions. Usually, this process should be adapted to the individual number of individuals in the fleet.

The following method can be considered as the deterioration of the natural state of the components and the classic description of the statistical evaluation of the process of system degradation. Fig. 2 illustrates the progress of the process over time, for example, the process of natural wear propagation. The curve consists of three main sections divided by two inflection points, so the derivative of the first section is negative, the middle and the third are positive. The rate of change of function (1) is described by the following expression, which gives the following velocity.

$$v_z = \frac{(z_2 - z_1)}{(t_2 - t_1)} = \frac{dz}{dt} .$$

The second inflection point of the quasi-linear portion of the function (Fig. 2) gives the lifetime measure.
Fig. 2 Deterioration function of part

Examination of a sample group consisting of parts of the same type gives the bunches of individual curves assigned to each sample, and the batch expected value process as a function can be used to determine the purpose of the test, the reference point of which is the red point.

The permissible component life \( t_c \) can be expressed as:

\[
t_c = \frac{z_{meg}}{v_z}.
\]  

(5)

As used in (2), "\( z_{meg} \)" means the maximum allowable limit, such as the limit of a wear process.

Fig. 3 Statistic results of limit [5]

Thus, the determination of the limit value for a group of samples is the purpose of the statistical evaluation. The deterioration criterion for the maximum or allowable state is at the intersection point of the expected value function of the quasi-linear scale limit values and the expected value of the plurality of inflection points.

This leads to an optimization process, the results of which are the "lifetime" action parameters on basis of MINIMUM RISK! and MAXIMUM QUALITY!

The basic question is, on the basis of a test at a given moment, is it possible to establish that each component or group of parts can be used for another revision cycle?

How does the reliability and safety of the components change, so does the structure, and the system?

Optimization boundary conditions, such as safety, warranty liability, original manufacturer specifications, operating conditions, method of determining original lifetime cost, and implementation of the bogie review process must be taken into account.

3. COMPONENT GROUPS THAT SHALL BE CONSIDERED

The full range of power transfer elements, rods, rubber-metal elements, bushings, silent blocks, longitudinal and transverse force transmission components can be considered as test subjects. Particularly important for rubber-metal elements, where static load-performance tests are performed repeatedly to provide primary results. The measured characteristics of the spring are to be compared with the original values of the original factory characteristic and the spreading range. The results of the compari-
son, the difference and the degree of agreement give the input information of the mentioned usability categorization. There are rubber-metal element units that can be considered as generally usable after the results of the tests, and then a new test method, such as a special visual inspection of the element in question, or a comparison with a “picture-catalog”, is a normal new technology for the eventual revision. This makes it possible to judge a necessary exchange. Suspension system elements must always be subjected to a characteristic test. The testing of the primary spring elements, mostly steel coil springs, is based on a comparison method and the stiffness parameter of the test is carried out in the range defined in the nominal working point (s). Damper units need to be qualified based on their full operating characteristics.

Fig. 4  Example of features to be checked on axle guide bearing bush [4]

Both axle bearings and brake discs provide a broad base for testing and creating a diagnostic database. There are two main categories between the parts and parts that can be tested. All types of rubber-metal elements and dampers are considered to be "rather uncertain" because the mapping, modeling and measurement of the deterioration process is more complex. Wheel discs, brake disc wear rings, axle bearings are “easy-to-test” materials, these can be labeled as "less uncertain" because of their definite limitations on their usability, such as wear propagation limits.

3. TEST RESULTS AND APPLICATION

In the simple category described, a method associated with the test results of the bogie components is ranked and evaluated. Generally, the sample size is so low that the certainty of the result is low in that the "true" value is calculated based on the "deterioration" function described above, with simple expected value defined. The result is as follows. "Test revisions" carried out for each type of component groups, even bogies in the certain fleet. By replacing these certain parts, a complete condition examination is performed on the dismantled parts. Assessing the state of deterioration by positioning it on the "deterioration curve", then examining original components by specialist OEMs or independent experts follow. The primary question is whether the fault found or the picture of the situation is abnormal, so outlier, or the normal condition is deterioration faced? In the event that the “normal” deterioration condition is identified, the criteria for continued usability are determined by the safety criteria. What is a reliable test method for a particular part? What is the result? Should a decision be made in ad-
dition to a low sample number, and even if that "result point" is located in the quasi-linear phase of the damage process?

Fig. 5 Worst and the best fit case

In addition to the test results, the available operating data for the “more certain” result is to be taken into account. These are usually the results of vehicle maintenance inspection tasks, which can be collected as preliminary data for repairing or revising bogies or parts. After the test revision, the operator, the original manufacturer and the suppliers shall be informed of the results. The results can be feedback, the technical content of the maintenance or the repair can be changed, which can be considered as a lifetime change. Thus, the test results of the components described above are evaluated in two different ways.

Fig. 6 Worst and the best fit case

The uncertainty arises from the fact that the position on the result curve is not known at which point of the quasi-linear phase situated. It may be in the immediate vicinity of an inflection point. Depending on the characteristics of the component group, the so-called "more uncertain" and "less uncertain" categories are derived. The theory is expanded to include the additional attribute applied to the categories, the "worst-case" and the "best-fit" categories.

Fig. 5 illustrates the "worst case" case, so the result is considered to be still in good condition and replaced at the end of its usability. Fig. 6 illustrates the "best fit" case,
the test results are considered good, and the degree of continued usability can reach or exceed the next revision cycle time. Fig. 6 illustrates the "best fit" case, the test results are considered good, and the degree of continued usability can reach or exceed the next revision cycle time.

4. CONTRADICTION OF RESULTS APPLY IN MIRROR OF FLEET SIZE

The size of the operating fleet is a very important factor. Take an example of a fleet of 100 train units, in which a train consists of 2 driven and 4 running bogies. In addition to this "big" fleet operator, also at a "small" fleet operator company shall be compared to with i.e. 5 same train units, but contracted for 100% availability performance. Which parameters are used and how the decision parameter criteria for above described test procedure to be defined? Examining the reliability of each bogie element by type can be generalized, which is highly dependent on the size of the fleet. Of course, for a small fleet, one of the elements of the 10 bogies of the 5 trains can be tested with greater reliability than the whole of the 100 trains. The reliability of the test results ultimately affects the extent to which the original manufacturer's specifications can be deviated from and the reliability of the technical content of the revision ahead.

A "small" operator with 5 train units is more likely not to have spare bogie units, so the loss of an unexpected operation of a part, even for the entire train, is much more costly, even in terms of lifetime cost. The company operating the "small" fleet is at greater risk with the continued operation of "old" parts.

The following simple example illustrates the effect of fleet size.

**Sample brake down analysis of a „SMALL” OPERATOR FLEET**

**Quantity of the operated trainsets is:** 5

**Bogie type distribution in trainset:**
- Driven bogie 2 units,
- Jacobs trailer 3 units

Sum:
- Driven bogie 10 units
- Jacobs trailer 15 units

**The most important RISK of the certain type of fleet is:**
brake down of 1 trainset has strong influence on fleet availability.

**Yearly mileage performance of the fleet is:** 450 000 – 600 000 km

**Auxiliary fleet float conditions are:**
- No or low amount of spare sub-systems or components, or bogies;
- Strong sensitivity on process LEAD time shall be considered.
- Sensitivity on COST reduction is high, keeping trains at 100% availability.

Resultant fleet availability sensitivity:

\[ AS = \frac{1}{5} = 20\% \]  \hspace{1cm} (6)

**The „Less uncertain” items are** considered to be exchanged in case no possibility to reach the next revision cycle period.
For the „Rather uncertain” items the application of „WORST or BEST FIT CASE abstraction” applied depending mainly on experiences with certain part usage in other applications. Despite the simple reliability factor of i.e. tested axle guide bearing units case for driven bogies is:

\[ R = \frac{4}{10*4} = 0.1 \rightarrow 10\% \] (7)

Besides on increment sensitivity of the parameter is:

\[ S = \frac{1}{10*4} = 2.5\% \] (8)

**Sample break down analysis of a „BIG” OPERATOR FLEET**

**Quantity Operated trainsets is:** 105

**Bogie type distribution in trainset:**
- Driven bogie 2 units
- Jacobs trailer 3 units
- Sum:
  - Driven bogie 210 units
  - Jacobs trailer 315 units

The most important RISK of the certain type of fleet is:
The unexpected brake down or malfunction of a component in higher amount.

**Yearly mileage performance is:** 180 000 – 250 000 km

**Auxiliary fleet float conditions are:**
- Significant amount of spare sub-systems or components, or bogies.
- Sensitivity on process LEAD time lower then small fleet operator
- Sensitivity on COST reduction with keeping items on further usage.
- Resultant fleet availability sensitivity:

\[ AS = \frac{1}{105} = 0.95\% \] (9)

The „Less uncertain” items are considered to be further used even in case no possibility to reach the next revision cycle period but a certain further mileage.

For the „Rather uncertain” items of Application of „BEST FIT CASE abstraction” applied relying on maintenance check and higher certainty, less sensitivity. Despite the simple reliability factor of i.e. tested axle guide bearing units case for driven bogies is:

\[ R = \frac{4}{210*4} = 0.0047 \rightarrow 0.47\% \] (10)

Besides on increment sensitivity of the parameter is:

\[ S = \frac{1}{210*4} = 0.12\% \] (11)

### 5. TO ENSURE THE DECISIONS

On basis of the above described data flow, the „small fleet operator” decision point are influenced by other risks comparing to the „big fleet operator”. The dependency of on „AS” sensitivity value is high at a small fleet. Thus even the „less uncertain” parts and groups, even in case of existing possibility of further usage are considered to be ex-
changed, i.e. the wheels or brake discs, in order to not to stop any of the train out of the fleet. The „big fleet operator” decides strongly relying on the size and features of the available exchange float of parts, even a higher quantity of complete spare bogie units. Therefore, the risk is considered more depending on a certain part failure in a high quantity. The „less uncertain” type of items is always considered to be further used. The technical content of revision process can be adjusted in accordance with the test results.

So the application and evaluation in general can be described as simple question. Where is a certain result located on the lifetime – technical state deterioration curve? The decision shall be ensured with a process based on the statistical evaluation of test results. Reference distribution (i.e. designed, simulated, on recent tests carried out feature) shall be considered to compare the evaluated empirical distribution (refer to [3] p. 13). The degree of similarity between distributions to be used to indicate the degree of sensitivity between the references, expected values, and measured by values. The Kolmogorov-Smirnov test statistics measured here directly as the maximum vertical distance between the two distribution functions, shown on same graph (see Fig. No.7). The test statistics can be calculated using:

\[ T_1 = \sup I S_1(x) - S_2(x) I , \]  

where with supremum indication the equation represents the greatest absolute difference between the distributions.

Fig. 7  Example of the determination of K-S statistic [3]

To end up the analysis method, certain maximum limit of \( T_1 \) to be defined in an evaluation of a certain parameter that features the deterioration of system. This parameter \( T_1 \) provides the criteria of decision described in the above chapters and ensures the stability (boundary conditions) of optimization.

5. CONCLUDING REMARKS

- Bogie force transmission elements as defined groups have possibility for further usage comparing to OEM determined revision cycle, lifetime extension, this possibility provides identification of decision points within overhaul, diagnostic technologies;
- The optimization has the main goal of risk minimization besides cost minimization;

547
• The remained „effective” lifetime is depending on the optimization boundary conditions;
• The fleet size has contradiction feature in decision making of components further usability;
• Part-group dependent decision making method is settled;
• The decision shall be ensured, for this the proposal of usage parameter sensitivity test of Kolmogorov-Smirnov method implemented;
• On basis of thoughts unique, customized revision technical content can be provided on each unit of bogies, or even vehicles.
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ABSTRACT
This paper presents the relationships evaluated from laboratory experiments carried out on the friction analysing roller test bench at the Group of Railway Vehicles and Vehicle System Analysis at the BME. In the course of investigating the friction coefficient and specific wear processes parallel also noise measurements were carried out.
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1. INTRODUCTION
This paper presents the relationships evaluated from laboratory experiments carried out on the friction analysing roller test bench at the Group of Railway Vehicles and Vehicle System Analysis at the BME. In the course of investigating the friction coefficient and specific wear processes parallel also noise measurements were carried out. For the different constant contact pressure and sliding velocity setting conditions also the noise-pressure was evaluated parallel with the brake-block pressure, sliding velocity and temperature measurements. The noise measurements results showed positive correlation with the maximum temperature values arising on the friction interface (the so called hot spot temperatures). Furthermore the stochastic character of the experimental results was taken into consideration, by pointing out the statistical parameters of the measured time functions. Also a frequency analysis has been carried out taking into consideration combined investigation results into the friction and wear, as well as into noise loading processes. A conjecture emerged concerning the possibility of estimating also important material characteristics (e.g. thermal conductivity) by means of analyzing the numerical characteristics of the quasi-steady friction and noise processes.

2. TEST BENCH FOR TRIBOLOGICAL MEASUREMENT
The investigation into the tribological properties of sliding friction pairs emerging in the operation processes of railway vehicles belongs to the field of interest of the Group of Railway Vehicles and Vehicle System Analysis. In the framework of this research topic a test bench has been developed for examining the friction coefficient and specific wear of cast-iron and steel material pair. In the course of several measurements it has been recognized that the tribological characteristics of the sliding friction process are in certain correlation with the noise generated by the sliding frictional and also the rolling processes realized on the test bench mentioned. In Fig. 1 the test bench equipped with the proper measuring system for analyzing the correlations between the fric-
tional and wear characteristics, as well as between the temperature processes and the noise radiated from the friction interfaces.

Fig. 1 The roller test bench for investigation into the frictional processes.

3. NOISE MEASUREMENT TO CHARACTERISE THE FRICTION PROCESS

The microphone for receiving the noise load signal has been located at a given short distance from the frictional/rolling noise generating sources. The basic task of the investigation was to determine the quantitative characteristics of the correlation between the generated noise and the tribological characteristics (sliding speed, brake-block pressure and contact temperature) experienced at certain pairs (regions) of the contacting sliding friction pair.

The distance between the microphone and the sliding surface of the wheel and the brake block attacking it was 200 mm. The noise pressure was continuously registered by using magnetic data carrier, thus the file consisting of the time dependent noise pressures in unit of measure of dB was proper for combined processing together with the files of measured data of the frictional processes.

The frictional processes were followed by registering the frictional coefficient variation with time and the that of temperature at a point of the brake block in the close neighborhood of the leading edge of the block and the sliding surface of the brake block pressed on the rotating wheel driven by the so called “rail wheel” through rolling contact.

On the basis of several former experiments it turned out that the actual heat state of the brake block, especially the position variation of the hot spots along the arc of contact highly influences the frequency of the friction noise generated in the course of the friction examinations carried out by using the labor-equipment called “roller test bench for friction examinations”. In Fig. 2 the positions of the hot spots experienced in the course of our laboratory examinations are shown. In some cases the hot spot is single and is
situated close to the leading edge of the brake block. The noise generated was of higher frequency if the hot spot was situated close to the leading (input) edge. In the figures of the second row in the left figure part the bifurcation of the hot spots can be recognized, i.e. the hot spot that some instances before was situated at the center site of the brake block bifurcated into two individual hot spots moving slowly towards the leading and the trailing edges of the brake block.

Fig. 2 The position of the hot spots on the contact interface in the course of the thermo-elastic instability process

After some instances the motion direction of the hot spots changes and merging of the two hot spots takes place in the central site of the brake block, see the figure part in the middle of the second row. Further on the hot spot begins to move to the leading edge (edges) again, and the process described above appears again in repeated form. The process described above is the so called “thermo-elastic instability”. As a feast rule one can formulate that the friction noise becomes of higher frequency if the contacting hot spots arrive at the close neighborhood of the leading (input) edge, and be-
comes of lower frequency if the motion of the hot spot achieves the central site of the brake block.

4. MEASUREMENT RESULTS CONCERNING THE FRICTION OF CAST-IRON/STEEL FRICTION PAIR UNDER HIGH TEMPERATURE CONDITIONS

The results of the measurements are shown in Fig. 3. One can easily recognize the stair like function of the mean brake block pressure ($p$) variation with time, which function reflects the stage-wise increasing cycles with controlled constant mean brake block pressures. In correlation with the increasing mean brake block pressures also the variation of the measured brake block temperature close to the leading edge of the brake block shows time increasing mean trends around which trend the appearance of the thermo-elastic instability phenomenon can be recognized.

![Fig. 3](image_url) The measured quantities varying with time for the four load cycles.

At constant mean pressures (pressure stairs) the quasi-periodic temperature variations showed with sharp maximum peaks and moderately rounded minimum extrema. The sequential cycles of the experiment were carried out with controlled constant sliding velocities. This fact explains the ever increasing braking power and as a result the ever increasing trends in the contact temperature at the position of the thermo-couple. From Fig. 3 the combined effect of the mean contact pressure and the sliding velocity can be read off. The combined effect of the increasing braking power is reflected in the variation of the mean coefficient of sliding friction. It is characteristic that with increasing mean pressures and increasing local temperature trends the coefficient of friction is of decreasing character.

In Fig. 3 also the variation with time of the noise pressure in unit of measure dB is indicated for all the four load cycles concerning constant (controlled) sliding velocity levels. In the following chapter the mentioned correlation between the noise level and the measured local temperature will be analyzed for the first load cycle, i.e. time interval [200,600] (in seconds).
Since the most important functional relationship is the friction coefficient vs. sliding speed function, in Fig. 4 the measured scattering friction coefficient values are indicated concerning the controlled sliding velocity levels set in. Each point belongs to the above explained mean pressure levels and certain measured local temperature values. All the same the tendency of the sliding velocity dependents of the average friction coefficient can be recognized: decreasing friction coefficient values belong to increasing sliding velocity values.

Fig. 4  Scattering measurement results: friction coefficient values varying with sliding velocity in m/s. Each point reflects varying mean pressures and local temperatures measured

5. NOISE MEASUREMENT RESULTS TAKEN PARAREL TO THE TRIBILOGICAL TEMPERATURE PROCESS

It has been mentioned that an analysis was intended to evaluate the correlation between the local temperature and the noise pressure recognized in the course of the experiments.

In Fig. 5 two time functions are shown, namely the measured local temperature in the close neighborhood of the leading edge of the brake block and the noise pressure measured at a distance of 200 mm from the sliding surfaces. Two noise peaks has been chosen for frequency analysis.

The first assigned temperature peak begins at 420 second and the noise pressure intensively increases up to the top of the peak characterized by 98 dB at 430 second. Concerning the correlated temperature process the contact temperatures show an intensive increase for the initial time 430 s, and initial temperature 235 °C up to the top temperature peak characterized by 290 °C at the time 435 s. The noise measuring equipment made it possible to evaluate the spectrum of the noise components of different frequencies.
Fig. 5 The measured local temperature and the noise pressure vs. time functions. Two noise peaks assigned for frequency analysis.

In Fig. 6 the two spectra belonging to the initial time (430 s) prior to the temperature peak and to the time of the top of the peak (maximum) at time 435 s are visualized in a combined diagram.

Fig. 6 Two spectra belonging to the time point pair identifying the initial and maximum temperatures of the peak considered.

In the diagram a column-pair belongs to each frequency value analyzed. The left column belongs to the initial time instant of the intensive increase in temperature while the right one belongs to the time instant of the achieved peak temperature. The inten-
sive noise increasing emerges in the high frequency range 5 kHz to 20 kHz indicated by an ellipse in the Figure.

The second assigned temperature peak begins at 530 second and the noise pressure intensively increases up to the top of the peak characterized by 102 dB at 540 second. Concerning the correlated temperature process the contact temperatures shows an intensive increase for the initial time 535 s, and initial temperature 225 °C up to top of the temperature peak characterized by 300 °C at the time 550 s. In Fig. 7 the two spectra belonging to the initial time (535 s) prior to the temperature peak and to the time of the top of the peak (maximum) at time 550 s are visualized in a combined diagram.

In the spectrum again a column-pair belongs to each frequency value analyzed. The left column belongs to the initial time instant of the intensive increase in temperature while the right one belongs to the time instant of the achieved peak temperature. The intensive noise increasing emerges in the high frequency range 1 kHz to 20 kHz indicated by an ellipse in the Figure.

![Fig. 7 Two spectra belonging to the time point pair identifying the initial and maximum temperatures of the peak considered.](image)

### 6. CONCLUDING REMARKS

Based on the processing of the measurement results the following conclusions can be drown:

- At the low sliding speed levels there is an expressed relation between the location of the noise peaks and the intensive increase in contact temperature at the leading edge (entry point) of the brake block in case of piece-wise constant pressure levels.
- A characteristic increase in the sliding friction induced noise level is experienced in the frequency interval over 1200 Hz.
- In the considered experience environment (driving of the wheel by rolling contact) the noise generated by the rolling due to the corrugation of the rolling
surfaces disturbingly covers the noise generated by the sliding friction contact of the wheel and the break block.
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ADVERTISEMENTS
Budapest University of Technology and Economics (BME) was founded in 1782, and is one of the largest higher educational institutions in the field of engineering in Central Europe with about 24,000 students and 1200 teachers and researchers. The university holds an international reputation for excellence in engineering.

One main priority research area is dedicated to the Vehicle Technology, Transportation and Logistics. The Faculty’s mission defines the undertaking of high level of scientific activity, research and development, offering expertise and consultation to transport and vehicle industry companies, logistics providers and to industrial policy makers. Concerning the research potential the Faculty has participated in several international research projects, 9 FP7 projects and more than 20 project proposals in the Horizon 2020 European research programme.

Our main research fields in automotive technology are the following:

**Engine and driveline research area**
- Comprehensive simulation and computation experiences
- Engine and component analysis
- Powertrain simulation
- Transmission analysis
- Alternative fuels: CNG, hydrogen, biofuels

**Chassis and electronics research area**
- System overview
- Active and semi-active suspensions
- Development of brake systems
- Steering system design
- Brake system based vehicle dynamical controller

**Vehicle operation research area**
- Developments related to vehicle recycling
- Irregular vehicle operation – accident analysis
- Monitoring vehicle operation – FMS development
- Reliability analysis and system redundancy
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- TRANSPORTATION AND VEHICLE SYSTEM DESIGN
- COST-BENEFIT ANALYSIS
- EVALUATION
- PROJECT MANAGEMENT
- FISIBILITY STUDY
- RISK ANALYSIS
- RAILWAY NOBO & DEBO ANALYSIS

Certification of Vehicle Systems
Certification of Track Systems and Buildings
Certification of Electric Energy Supply Systems
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Hungarian Transport Association

Professional Association of Hungarian Local Public Transport Operators was founded in 1998. It was renamed in 2011 as Hungarian Transport Association. The Association represents numerous transport professional issues and brings together undertakings working in local public transport, takes part in legislation preparations and represents the common interests of its members. Presently, its main objective is to take part in preparation of launching operation of vehicles with different alternative tractions. Its president is Dr. Gyula Várszegi. Number of members is growing, it includes now 9 major transport undertakings:

Budapest Transport Privately Held Corporation

BKV carries 1.4 billion passengers a year and operates 5 branches (bus, tram, metro, suburban railway, trolleybus) in an integrated system. Beyond these, it operates other modes primarily of touristic importance, like cogwheel railway, funicular, chairlift and river boat services. BKV preserves the heritage from its own history and from its predecessors by maintaining two museums as well as by operating nostalgic transport services.

BKV Railway Vehicle Repair and Service Ltd.

The company was established in 1997 and deals with repair and production of main parts and other special components of tram, suburban railway and metro vehicles. Its activity has been extended in recent years by production of railway switches as well as overall modernisation of buses and trolleybuses. Regular vocational trainings have been carried out at the company’s premises since its founding.

INTER TAN-KER Closed Public Limited Company

The legal predecessor of our company, INTER TAN-KER Kft., was founded in 2002. Today, the company’s core business is in the field of transport, in turn carrying out the operator’s activities. INTER TAN-KER Zrt. regards it as its mission to help the work of the government and local governments as well as multinational, small and medium-sized enterprises in the field of transport with comprehensive solutions. In order to further develop transport in Hungary, we are open to understanding and supporting the goals of our partners by involving our own and external resources. We would like to maintain our key role by meeting the various needs of Hungarian and international transport and introducing innovative solutions. During our activities, it is our guiding principle to satisfy our partners’ needs beyond their expectations and to further facilitate their work and make it more effective.

Szeged Transport Company Ltd.

Public transport of Szeged is currently provided by two operators (the municipality owned Szeged Transport Company and the state owned Tisza Volán Share Holding Company). Szeged Transport Company operates trams and trolleybuses, furthermore it runs pay parking system and an automated parking house.
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Bogies for worldwide application
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Knorr-Bremse Rail Systems Budapest

Knorr-Bremse has pursued a single mission for over 110 years: to make mobility on roads and railways safe, sustainable and environmentally friendly.

Knorr-Bremse Budapest has developed steadily in the past two decades and the Budapest site has become the centre for the development and production of rail braking systems.
More than one billion people put their trust into Knorr-Bremse’s brake systems

Knorr-Bremse brakes bring the new generation Shinkansen into a halt
The Japanese JR East Railway Company ordered brake components for its new generation high-speed train, E5 Shinkansen, from Knorr-Bremse. It made Knorr-Bremse the only non-Japanese supplier for major components of the vehicle. The speed of the vehicle was increased from 275 km/h to 320 km/h, which made the train a competitor for air traffic. Knorr-Bremse engineers in Hungary are working on developing disc brake systems and redundant brake systems of high-speed trains.

The derailment detection valve increases safety
The train driver does not immediately get information if an axle of the train is derailed. The derailed train car may be dragged for several kilometers, which may lead to disastrous results, especially when transporting hazardous materials. For this reason, Knorr-Bremse engineers in Hungary are developing a valve that automatically brakes the vehicle in a critical situation like this.

Driver Assistant system helps driver
Railway transportation is one of the most economical and environment-friendly form of transportation. Knorr-Bremse engineers can still reduce energy consumption with the driver assistant system developed in Hungary. The GPS-based device uses intelligent algorithm to calculate optimal driving profile. Thus, trains arrive at the station using 15% less fuel and more precisely. Knorr-Bremse Group aims to reduce CO₂ emission and increase energy efficiency by 20% by 2020.
Wheel slide protection system MGS3

Optimized WSP control for shorter stopping distances even in extreme weather conditions

Decades of experience and ongoing technical improvement enable Knorr-Bremse to offer state-of-the-art wheel slide protection.

**Additional features of high performance MGS3**
- Multi-mode switch over WSP control between low and extremely low adhesion for shorter stopping distances
- Higher pneumatic performance for shorter ventilation times
- One system for all markets: easier homologation of trains
- eNozzle functionality: electronic adaption to different brake cylinder volumes for less commissioning efforts
- Improved system control and diagnostic by pressure sensor integration

**Multisensor**
- One multifunctional sensor for WSP and COMORAN system
- Measuring speed, acceleration and temperature
- Output signal: Rectangular current signal, polarity reversal protected, permanently short-circuit protected
- Temperature range: 
  -40°C ≤ T ≤ +100°C
  (optionally extended to cover low temperature requirements)

**High Performance Anti-Skid Valve**
- One valve for all market requirements
- Integrated pressure sensor
- Operating pressure: max. 6.5 bar
- Temperature range:
  -40°C ≤ T ≤ +70°C
  (optionally extended to cover low temperature requirements)

**Application example: MGS3 integrated in ESRA Evolution Control Unit**
- Interface to typical train network systems such as MVB, CANopen, RS485, HDLC, Ethernet protocol variants etc.
- Service and maintenance interface (Ethernet)
- Data Log function with large storage volume
- Temperature range: -40°C ≤ T ≤ +70°C
  (optionally extended to cover low temperature requirements)
- Additional integrated functions such as:
  - Control for electromagnetic track brake and sanding
  - Speed signal output
  - Distance counter
AVL WORLDWIDE AND AVL IN HUNGARY

AVL is the world’s largest independent company specialising in the development of combustion, hybrid and electric engines, powertrain systems and is a major player in the global automotive industry. The company’s expertise covers the full spectrum of engine development from the latest passenger cars to truck engines and large engines, as well as from direct gasoline injection, hybrid drive and exhaust after-treatment to torque converters.

Founded in 2002, AVL Hungary - combining 100 years of tradition in the domestic automotive industry and the company’s innovation activity - in recent decades has become a leading R&D centre in developing powertrain systems.

The Hungarian affiliate has a staff of 450 people working primarily in R&D design, simulation, testing, software development, calibration and production design across three facilities in Budapest and the newly established high-tech development centres in Zalaegerszeg and Kecskemét.

Our colleagues’ results and the technological innovations at AVL are now present in the automotive, heavy-duty motor vehicle, machine and ship industries of five continents: we are involved in national and international projects, work with state-of-the-art machinery and develop the powertrains of the future. Our innovation and 21st century technology can only be successful in the long run if our experience, working methods and results are introduced to future technical intellectuals. To this end, we also participate in the work of specialized higher education and seek contact with young people interested in our activities.

Our current job offers are: www.avl.com/open-jobs
LinkedIn: www.linkedin.com/company/avl-in-hungary/
HOW MUCH HORSEPOWER AND HOW MUCH CONSUMPTION?
HOW MUCH WOULD YOU LIKE?

Choose an AVL career and you will decide
Who is the AVL Team composed of?

**Design Engineers**
Giant ships, sports cars, or the engine of your
favourite scooter, the powertrain of fuel cell
or electric vehicles, maybe a 12-speed gear on
a tractor? We design them. We determine how
powerful, reliable and efficient the latest vehicles
are. From concept to production, we develop
the latest powertrains.

**Simulation Engineers**
It depends on us whether an engine or gearbox,
a hybrid system or fuel cell stands its ground
under any circumstances so as to build its
prototype. For this, we use AVL's world-class
simulation solutions to perform thermal,
fluid, mechanical and dynamic simulations.
We also work on modern internal combustion
engines, batteries for the latest electric powertrains
and the promising fuel cells for the future.

**Manufacturing Engineers**
We definitely know how much a modern car costs.
It is up to us how a well-designed engine, gearbox,
or an entire vehicle can reach serial production,
what laboratory results consumers will eventually
take advantage of. We analyse and calculate
a lot because every day we must decide which
manufacturer's parts should be included in the
latest cars.

**Testbed Development Engineers**
We do not live our lives in front of computer
screens, we use AVL testbeds to test real car
parts, engines, powertrains, and next-generation
electrical machines and gears. Thanks to our work,
when a car driver pushes the accelerator, the car
does exactly what it is expected to do, for years,
time and time again.

**Calibration Engineers**
We sit around a lot. In speeding cars on the test
track or on the serpentine while reducing fuel
consumption and emissions at the same time.
Our job is to make sure when the driver steps
on the gas, the wheel will pull an 8-meter rubber
strip on the asphalt while the exhaust gases
compete with the air purity of Canadian forests.
It is up to us how much smoke new cars emit
and how well the hybrid and electric vehicles
of the upcoming year will be driven.

**Software Development Engineers**
It is up to us how convincing the self-driving
and autonomous cars will be in a few years' time.
It is also us who make sure major car brands can
take pride in unprecedented performance and
torque data. We see the software of tomorrow's
vehicles running on our desk as we work on the
latest embedded operating systems
and processors. We design controls for automatic
transmissions, hybrid and internal combustion
powertrains, and are involved in vehicle-level
software diagnostic projects.

APPLY: www.avl.com/jobs
Learn more at: linkedin.com/company/avl-in-hungary/
At Knorr-Bremse we all work for shaping tomorrow’s transport.

Together.

We imagine and create the smart systems that make trucks the safest participants of road traffic.

Knorr-Bremse produces and develops brake and driver assistant systems of commercial vehicles.

The reliability of these systems are key to each participant of the traffic so for us as well.

We bring these systems to life in the trucks of the future.

Routine for others. Creation for us. We create the trucks of the future.
Autonomous Yard Maneuvering

R&D CENTER INTRODUCTION

Knorr-Bremse has been carrying out research & development activity since 1995 in Budapest and Kecskemét and in our country it was the first among multinational companies that set up a Research & Development Centre.

The R&D center in Budapest plays a significant role in the R&D activity of the Group’s Commercial Vehicle Division.

Various systems like EBS – Electropneumatic Brake Systems and DAS – Driver Assistance Systems, levelling systems, powertrain components and air-supply systems are developed here.

The Advanced Engineering department that develops the Group’s future innovative products also operates in the Hungarian R&D centre.

Knorr-Bremse Főkonzorcium Kft’s R&D Centre in Budapest has been dealing with DAS projects since the second half of the 90’s. The Centre is constantly expanding with further competencies such as engineering calculations, simulations and system analysis, and the intensity of the pre-development activity that precedes development.

The Hungarian engineers are partaking in the development of the most state-of-the-art electronic and pneumatic systems. Beyond designing the controlling software of brake systems, they are also responsible for developing mechatronic (mechanical and electronic) elements for products ranging from compressors through wheel brakes up to powertrain components like Pneumatic Booster System.
R&D AND ENGINEERING ACTIVITIES

Within the scope of research and development in Knorr-Bremse Kecskemét, pneumatic and electro-pneumatic systems are being designed and researched, and the manufacturing of these products is being supported.

The R&D activities carried out by the engineers in Kecskemét can be divided into three major parts:
- Serial development of pneumatic brake system elements,
- Completing analysis for product approval,
- Production and process development.
AUTONOMOUS TRUCK:

Safety and efficiency in the fleet depot: autonomous yard manoeuvring.

Knorr-Bremse knows a lot about the complex geometry and dynamics of truck/trailer combinations. Drawing on its experience with the hundreds of thousands of its driver assistance systems already in the market – ABS, ESP, active cruise control, lane departure warning and emergency braking systems – the company developed a fully-automated truck that carries out off-highway loading and unloading operations more safely and efficiently.

The semitrailer automatically drives to its bay to load or unload its consignment of freight. With the help of its environment detection system and the data from various sensors, combined with intelligently networked brake, drive and steering control systems, it deftly maneuvers to and from the loading bay, automatically stopping if danger is detected. The advantage is that there is less danger of minor damage being caused during complex maneuvering, and no time is lost because of errors in bay selection. The driver’s time behind the wheel is also shortened, enabling him to take his statutory rest hours or carry out other tasks. Once autonomous yard maneuvering has begun, a smartphone app keeps him informed of the loading/unloading process, and he only has to return to the cab when the truck is ready to leave the depot.

Reducing risk: Blind spot assistant makes intersections safer.

Knorr-Bremse’s new blind spot assistant for trucks was developed with a view to significantly reducing the number of accidents at urban intersections. Trucks turning right (or left) in urban traffic represent a serious risk for cyclists and pedestrians. Despite his truck having several external mirrors, the driver’s high seating position means he may have difficulty seeing other road users close to the side of his vehicle. With its combination of camera and radar surveillance of the vehicle’s nearside, the Knorr-Bremse blind spot assistant can reduce the risk in such situations, detecting other road users and alerting the driver to their presence.
In a changing world, flexibility is our standard.

Driving mobility through sustainable transformation.

www.siemens.com/mobility

In an ever-changing market, flexibility is essential to success. With this in mind, we've created Vectron, a locomotive that delivers both quality technology and flexibility for freight and passenger transportation.

The Vectron platform is based on our many years of experience, and takes into account the needs of our customers. It has been designed so that it can be adapted specifically to meet the needs and requirements of European rail traffic. Modular retrofitting provides the greatest flexibility for cross-border traffic, and keeps conversion costs low if requirements change.

In an industry where locomotives are usually made-to-order to specific customer preferences, Vectron offers a ground-breaking, truly international transport solution.

With optimum flexibility, adaptability and tailored service packages to ensure peak performance, you can trust Vectron to be a steady investment in an unpredictable future.
GRAMPET DEBRECENI VAGONGYÁR KFT.
H-4034 DEBRECEN, HÉT VEZÉR U. 24/b.
WWW.VAGONGYAR.HU  ☎+36 52 889 100 Fax: +36 52 889 199 INFO@VAGONGYAR.HU

- Maintenance of spare parts (e.g. buffing and draw gear, mechanical brakes, springs)
- Overhaul wheelsets IL, IS1, IS2 and IS3
- Assembly of new wheelsets
- Manufacturing welding constructions

Our customers are from:
- Hungary
- Germany
- Austria
- Switzerland
- France
- Romania

Certificates, Authorizations:
- ECM Maintenance delivery function
- ISO 9001:2008
- VPI
- DIN EN ISO 3834-2
- EN 15085-2
- DIN EN 27201-7
- AD 2000 – Merkblatt HP0
- RID 6.8.2.1.23
- AFER (Zaen 68 m3, Euos, Uagps 562, Uagps 535, Habis, Habfis)